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Introduction

We consider the heart of a living organism that occupies a fixed domain €2,
which is assumed to be a bounded open subset of R? with Lipschitz boundary
09). A prototype model for the cardiac electrical activity is the following
nonlinear reaction-diffusion system

O — div (M;(2)Vu,;) + hlv] = Lpp, (t,x) € Q,
0w + div (M, (2)Vue) + h[v] = Lipp, (t,z) € Q,
where () denotes the time-space cylinder (0,7) x €.

This model, called the bidomain model, was first proposed in the late 1970s
by Tung [64] and is now the generally accepted model of electrical behaviour
of cardiac tissue (see Henriquez [41], Keener and Sneyd [48]). The functions
w; = ui(t,x) and u, = ue(t,z) represent the intracellular and extracellular
electrical potentials, respectively, at time ¢ € (0,7") and location x € Q. The
difference v = u; — u, is known as the transmembrane potential. The conduc-
tivity properties of the two media are modelled by anisotropic, heterogeneous
tensors M;(z) and M, (z). The surface capacitance of the membrane is usually
represented by a positive constant c,,; upon rescaling, we can assume c,, = 1.
The stimulation currents applied to the intra- and extracellular spaces are rep-
resented by an L?(Q) function I,,, = Lpp(t, ). Finally, the transmembrane
ionic current h[v] is computed from the potential v. The system is closed
by choosing a relation that links A[v] to v and specifying appropriate initial-
boundary conditions. We stress that realistic models include a system of ODEs
for computing the ionic current as a function of the transmembrane potential
and a series of additional “gating variables” aiming to model the ionic transfer
across the cell membrane (see, e.g., [56, 47, 57, 48]). This makes the relation
h = h[v] non-local in time.

Herein we focus on the issue of discretisation in space of the bidomain
model. The presence of the ODEs, some of them being quite stiff, greatly
complicates the issue of discretisation in time. It also results in a huge gap
between theoretical convergence results and the practical computation of a re-
liable solution. We surmise that the precise form of the relations that link h[v]
to v is not essential for the validation of the space discretisation techniques.
Therefore, as in [11, 12], we study (1) under the greatly simplifying assumption
that the ionic current is represented locally, in time and space, by a nonlinear
function h(v). However, such a simplification allows to mimic, to a certain ex-
tent, the depolarisation sequence in the cardiac tissue, taking the ionic current
term h[v] to be a cubic polynomial (bistable equation); this choice models the
fast inward sodium current that initiates depolarisation (cf., e.g., [20]).

In the context of electro-cardiology the relevant boundary condition would
be a Neumann condition for the fluxes associated with the intra- and extra-
cellular electrical potentials:

M, (2)Vu;e-n =s;. on (0,T) x 0.
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It serves to couple the heart electrical activity with the much weaker electrical
phenomena taking place in the torso. The simplest case is the one of the
isolated heart, namely s; . = 0. For the mathematical study we are heading
to, we consider rather general mixed Dirichlet-Neumann boundary conditions
of the form

Uie = gie on (0,7) xTp, M, .(z)Vu;e-n=s;. on (0,7)x Ty, (2)

where 0f) is partitioned into sufficiently regular parts I'y and I'p, and n de-
notes the exterior unit normal vector to the Neumann part Iy of the boundary
0 defined a.e. with respect to the two-dimensional Hausdorff measure H? on
9. To keep the analysis simple, let us assume that s; . € L*((0,T) x Ty); for
Gi.e, we assume g; . € L2(0,T;HY?(T'p)) (in fact, we consider g;. extended to
L2(0,T; H'(2)) functions).

Regarding the initial data, we prescribe only the transmembrane potential:
v(0,2) = wvo(z), x €l (3)

Clearly, (1) and (3) are invariant under the simultaneous change of u; . into
Ui+ k, k € R. In the case 0Q =Ty, I'p = O, also (2) is invariant under this
change; therefore, for the sake of being definite, we normalise u, by assuming

whenever I'p = @, /ue(t, )=0 forae. te(0,7). (4)
Q

It is easy to see that the existence of solutions to (1),(3) requires the compat-
ibility condition

whenever I'p = O, / si(t,") + se(t,-) =0 forae. te€(0,7). (5)
o9

Notice that the diffusion operators M, .(x)Vu;. in (1) are linear in the
gradient Vu;., heterogeneous and anisotropic, and time-independent; these
assumptions seem to be sufficiently general to capture the phenomena of the
electrical activity in the heart. More general models with time-dependent and
nonlinear in Vu; . diffusion of the Leray-Lions type were studied in [11]. Here
we assume that (1\/11@(95))3CEQ is a family of symmetric matrices, uniformly
bounded and positive definite:

1
= Y for a.e. x € Qu v 5 € IR37 ;|€|2 < (Ml,e(x)§> ’ 5 < 7|£‘2
In particular, we have M, . € L*(Q).
Now let us describe in detail the ionic current function h = h(v). We

assume that h : R — R is a continuous function, and that there exist r €
(2,+00) and constants «, L,l > 0 such that

ol < Jh(o)el < a (ol + 1), (©)
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h:ze h(z)+ Lz+1 is strictly increasing on R, with lim a(z)/z = 0. (7)

z—0

For the later use, we set
b:zw h(z)/z, b0)=0.

It is rather natural, although not necessary, to require in addition that
. - 1
V z,s€R (h(z) —h(s))(z—s) > 5(1 + 2| + s])" 3z — s (8)

According to [19, 22|, the most appropriate value is r = 4, which means
that the non-linearity h is of cubic growth at infinity. Assumptions (6),(7)
are automatically satisfied by any cubic polynomial A with positive leading
coefficient.

A number of works have been devoted to the theoretical and numerical
study of the above bidomain model. Colli Franzone and Savaré [22] prove the
existence of weak solutions for the model with an ionic current term driven by
a single ODE, by applying the theory of evolution variational inequalities in
Hilbert spaces. Sanfelici [61] considered the same approach to prove the con-
vergence of Galerkin approximations for the bidomain model. Veneroni in [65]
extended this technique to prove existence and uniqueness results for more so-
phisticated ionic models. Bourgault, Coudiere and Pierre [15] prove existence
and uniqueness results for the bidomain equations, including the FitzHugh-
Nagumo and Aliev-Panfilov models, by applying a semigroup approach and
also by using the Faedo-Galerkin method and compactness techniques. Re-
cently, Bendahmane and Karlsen [11] proved the existence and uniqueness for a
nonlinear version of the simplified bidomain equations (1) by using a uniformly
parabolic regularisation of the system and the Faedo—Galerkin method.

Regarding finite volume (FV) schemes for cardiac problems, a first ap-
proach is given in Harrild and Henriquez [39]. Coudiére and Pierre [29] prove
convergence of an implicit FV approximation to the monodomain equations.
We mention also the work of Coudiere, Pierre and Turpault [30] on the well-
posedness and testing of the DDFV method for the bidomain model. Ben-
dahmane and Karlsen [12] analyse a FV method for the bidomain model with
Dirichlet boundary conditions, supplying various existence, uniqueness and
convergence results. Finally, Bendahmane, Biirger and Ruiz [10] analyse a
parabolic-elliptic system with Neumann boundary conditions, adapting the
approach in [12]; they also provide numerical experiments.

In this paper, as in [12], we use a finite volume approach for the space
discretisation of (1) and the backward Euler scheme in time. Due to a dif-
ferent choice of the finite volume discretisation, we drop the restrictions on
the mesh and on the isotropic and homogeneous structure of the tensors M; .
imposed in [12]. We also consider general boundary conditions (2). The space
discretisation strategy we use is essentially the one described and implemented
by Pierre [59] and Coudiere et al. [30, 31]. More precisely, we utilise different
types of DDFV discretisations of the 3D diffusion operator; along with the
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scheme of [59, 31|, we examine the schemes described in [4, 46, 2] (see also [5])
and [24, 25]. It should be noticed that 2D bidomain simulations on slices of
the 3D heart are also of interest. The standard 2D DDFV construction can be
applied to problem (1),(2),(3) on 2D polygonal domains; the 3D convergence
results readily extend to the 2D case.

The DDFV approximations were designed specifically for anisotropic and /or
nonlinear diffusion problems, and they work on rather general (eventually,
distorted, non-conformal and locally refined) meshes. We refer to Hermeline
[42, 43, 44, 45, 46], Domelevo and Omnes [33], Delcourte, Domelevo and Omnes
[32], Andreianov, Boyer and Hubert [7], and Herbin and Hubert [40] for back-
ground information on DDFV methods. Most of these works treat 2D linear
anisotropic, heterogeneous diffusion problems, while the case of discontinuous
diffusion operators have been treated by Boyer and Hubert in [17]. Hermeline
[45, 46] treats the analogous 3D problems, [32, 49, 50| treat the Stokes problem
in 2D and in 3D, [27] treats linear elliptic convection-diffusion equations, and
the work [7] is devoted to the nonlinear Leray-Lions framework.

A number of numerical simulations of the full bidomain system (the PDE
(1) for u; . plus ODEs for h[v]) coupled with the torso can be found in [53, 54,
30, 62, 63].

Our study can be considered as a theoretical and numerical validation of
the DDFV discretisation strategy for the bidomain model. For both a fully
time-implicit scheme and a linearised time-implicit scheme, we prove conver-
gence of different DDFV discretisations to the unique solution of the bidomain
model (1). Then numerical experiments are reported to document some of the
features of the DDFV space discretisations. A rescaled version of model (1),
together with a cubic shape for v — h[v], is used to simulate the propaga-
tion of excitation potential waves in an anisotropic medium. In our tests, we
combine 2D and 3D DDFV schemes for the diffusion terms with fully explicit
discretisation of the ionic current term; thus numerical experiments validate
this scheme, although we were not able to justify its convergence theoreti-
cally. Convergence of the numerical solutions towards the continuous one is
measured in three different ways: the first two ones are aimed at physiologi-
cal applications (convergence for the activation time and for the propagation
velocity), whereas the third one corresponds to the norm used in Theorem 3.
Implementation is detailed. Due to a large number of unknowns and a rel-
atively large stencil of the 3D DDFV schemes, a careful preconditioning is
needed for the bidomain system matrix that has to be inverted at each time
step. The preconditioning strategy we adopted here is developed in [60]: it
provides an almost linear complexity with respect to the matrix size for the
system matrix inversion. The preconditioning combines the idea of hierarchical
matrices decomposition [13, 14] with heuristics referred to as the monodomain
approximation [21].

The remaining part of this paper is organised as follows: In Section 1
we give the definition of a weak solution to (1),(2),(3). Moreover, we recast
the problem into a variational form, from which we deduce an existence and
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uniqueness result. In Section 2 we describe one of the 3D DDFV schemes,
while in Section 3 we formulate two “backward Fuler in time” and “DDFV
in space” finite volume schemes, and state the main convergence results. The
proofs of these results are postponed to Section 5; their basis being Section 4,
where we recall some mathematical tools for studying DDFV schemes. Finally,
Section 6 is devoted to numerical examples.

1 Solution framework and well-posedness

We introduce the space
V = closure of the set {v € C*(R?), v|r, =0} in the H'(Q) norm.

In the case I'p = O, we also use the quotient space Vy := V/{v € V,v =
Const}. The dual of V' is denoted by V', with a corresponding duality pairing

<,>

We assume that the Dirichlet data g¢; . in (2) are sufficiently regular, so that
i are the traces on (0,7) x I'p of a couple of L*(0,T; H'(Q2)) functions

(we keep the same notation for the functions g;. and their traces). For the
sake of simplicity, we assume that

the Neumann data s;,. belong to L*((0,T) x I'y).
Finally, we require that
the initial function vy belongs to L*(12).
Definition 1. A weak solution to Problem (1),(2),(3) is a triple of functions
(Uis e, v) - Q= R st wie — gie € L2(0,T5V), v =u; — ue, v € L'(Q), (9)

and such that (1),(2),(3) are satisfied in D'([0,7) x (2 UT'y)). In the case
I'p = 0, we normalise u, by requiring (4).

Remark 1. It is not difficult to show that Definition 1 is equivalent to a “varia-
tional” formulation of Problem (1),(2),(3), in the spirit of Alt and Luckhaus [1].
Indeed, a triple (u;, u., v) satisfying (9) is a weak solution of Problem (1),(2),(3)
if and only if (1),(2),(3) are satisfied in the space L2(0,T; V") 4+ L™ (Q). This
means precisely that the distributional derivative 0;v can be identified with an
element of L2(0,7; V') + L™ (Q), and with this identification there holds

[t s [[our5uecna [ oom [[ s
/ (0. 0) — // ¥) Vu, - Vig + h(v //FNse —// -

(10)
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for all ¢ € L*(0,7;V)NL"(Q), and

/0 (O, p) = //v@tgo / (-) (0, -)

for all ¢ € L*(0,7T,V) such that dyp € L>(Q) and (T, -) = 0.
We have the following chain rule:

Lemma 1. Assume that v € L*(0,7;V) N L"(Q) and d,v € L*0,T;V’) +
L"(Q). Then

/OT@” () //_‘M —/ (0), ¥ ¢eD(0,T)).

This type of result is well known; for example, it can be proved along the
lines of Alt and Luckhaus [1] and Otto [58] (see also [55] and [16, Theoreme
11.5.11)).

The following lemma is a technical tool adapted to the weak formulation
of Definition 1.

Lemma 2. Let © be a Lipschitz domain. There exists a family of linear
operators (R.).so from L2(0,T,V) into D(R x R?) such that

- for all z € L3(0,T,V), R.(z) converges to z in L2(0,T,V);

- for all z € L"(Q) NL%(0,T,V), R-(z) converges to z in L"(Q).

Let us stress that the linearity of R.(-) is essential for the application of
this lemma. It is used to regularise u;., so that one can take R.(u;.) as
test functions in (10); for example, a priori estimates for weak solutions and
uniform bounds on their Galerkin approximations will be obtained in this
way. In addition, a straightforward application of the lemma is the following
uniqueness result:

Theorem 1. Assume (6) and (7). Then there exists a unique weak solution
(u;, e, v) to Problem (1),(2),(3). Moreover, if (4, ., v) is another weak solu-
tion of Problem (1),(2),(3) corresponding to the initial function 9y € L2(€),
then

for a.e. t € (0,T), [[v(t) — 8(t)|l2@ < €2 |lvo — Doz
In addition, if (8) holds then v depends continuously in L"(Q) on vy in L?(Q).

Continuous dependence of the solution on l.pp, Sie, gie can be shown
with the same technique, using in addition the Cauchy-Schwarz inequality
on (0,T) x Ty and the trace inequalities for H' functions.

Proof. Let ¢ € D([0,T)), ¢ > 0. We take ((t)R(u; — @;)(t, z) as test function
in the first equation of (10), and ((¢)R.(ue —.)(t, ) in the second equation of
(10). We subtract the resulting equations and apply the chain rule of Lemma 1;
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using the linearity of R.(-) and the other properties listed in Lemma 2, and
subsequently sending ¢ — 0, we finally arrive at

// (v=9) atg“/ // () (v—20)¢
/ / )(Vu; — Vi) - (Vu; — Vi)

+ M, (2)(Vu, — Vi) - (Vi — vae)) ¢=0.

For a.e. t > 0, we let ¢ converge to the characteristic function of [0,¢]. Thanks
to the monotonicity assumption (7) on h, we deduce

/Q('U—ﬁ)Q(t)g/v—v // )) (v—10)
g/ﬂ(vo—ﬁo)2+2L/0 /Q(U—A

By the Gronwall inequality, the L? continuous dependence property stated in
the theorem follows.
Next, if (8) holds, from the Holder inequality and the evident estimate

v — 0" < (Jv] +10)) v —0]* (recall r > 2),

we infer that ||v — 9|1 goes to zero as ||vg — Ug|L2() tends to zero.
Finally, if 9y = vy, not only do we have v = v, but also 4; . = u; . because of
the strict positivity of M; and the boundary/normalisation condition in V. [J

It remains to prove the regularisation result.

Proof of Lemma 2. For simplicity we consider separately the two basic cases.
e Pure Dirichlet BC case.

Extend z by zero for ¢ ¢ (0,7"). Take a standard family of mollifiers (p.).>0
on R supported in the ball of radius € centred at the origin. Introduce the
set . = {x € Q|dist (z,00) < ¢}. Take 6. such that . € D(2), 6. = 1 in
Q\Q.,0<0. <1, and || VO.||L~) < Const/e. Define

R.(2)(t, x) == (p:(t,x)) * (6:(z) 2(t, 2)).

By construction, R. maps L}(Q) to C*°(R x R%). From standard properties
of mollifiers and the absolute continuity of the Lebesgue integral, one easily
deduces that if z € L"(Q), then z. := R.(z) converges to z in L"(Q) as
e — 0. Next, consider z € L2(0,T;V). We have z € L?(Q), and thus 2. — 2
in L2(Q) as above. In particular, (z.).s¢ is bounded in L?(Q). Similarly,

* (0. Vz) is bounded in L?(Q) and converges to Vz = Vz in L*(Q). Since
Vz. = pe#(0: Vz)+pex( VO, 2), it remains to show that p.*( V6. z) converges
to zero in L%(Q) as € — 0. By standard properties of mollifiers, it is sufficient



DDFV schemes for the bidomain cardiac model

to prove that V. z — 0in L2(R?) as ¢ — 0, which follows from an appropriate
version of the Poincaré inequality.

Indeed, in the case 0f2 is Lipschitz regular, we can fix g > 0 and cover €1,
by a finite number of balls (O;);cr (eventually rotating the coordinate axes in
each ball) such that for all i € I, for all € < g the set 2. N O; is contained
in the strip {V;(z2, x3) < 1 < V;(x2, 23) + Ce} for some Lipschitz continuous
function ¥; on R? and some C > 0. Hence by the standard Poincaré inequality
in domains of thickness €, we have ||z(t,)[|12(.) < Ce || Vz(1, ) |lL2(q.)- Then

T T T
Const Counst
// V6, 2 < OI;S/ |z|2so—ﬂsca2/ V2,
0 Ja. € 0Ja. € 0 Ja.

and the right-hand side converges to zero as € — 0, by the absolute continuity
of the Lebesgue integral.

e Pure Neumann BC case.

We use a linear extension operator £ from V into H!(R?) such that V NL"()
is mapped into H!(R?)NL"(R?). Such an operator is constructed in a standard
way, using a partition of unity, boundary rectification and reflection (see, e.g.,

Evans [34]). We then define R. by the formula R.(2) = p. * (£(2)).
e The general case: mixed Dirichlet-Neumann BC.

It suffices to define Q. = {z € Q|dist (z,I'p) < €}, introduce 0. as in the
Dirichlet case, introduce € as in the Neumann case, and take R.(z) = p. *

(0:-£(2)). O
Remark 2. We have seen that the following space appears naturally:
E = {(u;,u.) | Uie — gie € L(0,T,V), v:i=1u; —u. € L'(Q)}.
Introducing its dual £ and the corresponding duality pairing ((-, -)); we have
(8, (9, ) = lim(x, Reg) + (€, Reg)

whenever the limit exists.
Now, using Remark 1 and Lemma 2, it is not difficult to recast Problem
(1),(2),(3) into the following formal framework:

find (u;, u.) € E such that (9,v, —0,v) € E" and (1),(2),(3) hold in E',
namely, for all (p,¢) € E,

[ @ -aw). .o
// (x,Vu;) - Vo — Me(z, Vu,) - Vb + h(v)(p — 1/’))

—/O/FN(SM—S@@D)Z//Qlapp(so—zb),

and for all (y,v) € E such that d,p, 0y1p € L>(Q) and ¢o(T,-) = 0= (T, ),

[ o -aw. == [frate =)= [ w0 (0 =0
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In view of Remarks 1 and 2, we can apply some of the techniques used by
Alt and Luckhaus [1] to deduce an existence result from the uniform bound-
edness in E of the Galerkin approximations of our problem (cf. [15]). The
uniform bound in F is obtained using the chain rule of Lemma 1, the Gronwall
inequality and the assumptions (6),(7) on the ionic current. The arguments
of the existence proof will essentially be reproduced in Section 5; therefore we
omit the details here.

In view of the uniqueness and continuous dependence result of Theorem 1
and its proof, we can end this section by stating a well-posedness result.

Theorem 2. Assume (5), (6) and (7). There exists one and only one solution
to Problem (1),(2),(3). If in addition (8) holds, then the solution depends
continuously in the space E on the initial datum in L*(€2).

2 The framework of DDFYV schemes

We make an idealisation of the heart by assuming that it occupies a polyhedral
domain Q of R3. We discretise the diffusion terms in (1) using the implicit
Euler scheme in time and the so-called Discrete Duality Finite Volume (DDFV)
schemes in space. The DDFV schemes were introduced for the discretisation
of linear diffusion problems on 2D unstructured, non-orthogonal meshes by
Hermeline [42, 43] and by Domelevo and Omnes [33]. They turned out to
be well suited for approximation of anisotropic and heterogeneous linear or
non-linear diffusion problems.

Our application requires a 3D analogue of the 2D DDFV schemes. Three
versions of such 3D DDFV schemes have already been developed; we shall refer
to them as (A), (B) and (C). We refer to [59, 31] for version (A); version (B)
that we describe in Section 2.2 below was developed independently in [46] and
[4, 5, 2]; we refer to [24, 25] for version (C).

In this paper, we prove the convergence of each of these schemes, using only
general properties of DDFV approximations; but the main focus is on scheme
(B), which construction is detailed. Two remarks are of order.

Firstly, during the work on this paper we found out that constructions (A)
and (B), although they use different dual meshes, actually lead to the same
discrete gradient reconstruction (see [28]). Moreover, they lead to the same
stiffness and mass matrices, provided the discretization of data, sources, and
coefficients is made by one-point quadratures (this is the case of our numerical
study in Section 6). Thus, the distinction between (A) and (B) is rather of
historical nature. The construction (C) is different, although (A)-(B) and (C)
can be related in the case of primal meshes with quadrangular faces.

Secondly, while the theoretical study of the three strategies is similar, data
structures for implementation are quite different. In the present paper, the nu-

! According to the location of unknowns with respect to the primal mesh, one can identify
the methods (A) and (B) as CV-DDFV (cell and vertex unknowns); and the method (C) as
CeVeFE-DDFV (cell, vertex and facet+-edge unknowns).

10
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merical study only concerns the method (B). Extensive numerical comparisons
between the different DDFV methods, and other methods designed to resolve
the same difficulties, are addressed by the benchmark on linear anisotropic
heterogeneous diffusion problems in 3D, see [37] (cf. [40] for the analogous
benchmark in 2D); the methods (A), (B), and (C) are presented in the works
(28], [9], and [26], respectively.

2.1 Generalities

In the 3D DDFV approach of [59, 31] (version (A)) and in the one of [4, 5, 2],
[46] (version (B)), the meshes consist of control volumes of two kinds, the
primal and the dual ones. Version (C) also includes a third mesh. In case
(A), the primal volumes form a partition of €2, and the dual volumes cover
Q) twice, up to a set of measure zero. For case (B), primal volumes and dual
volumes form two partitions of €2, up to a set of measure zero. For case (C),
each of the three families of volumes recovers the domain. Some of the dual
and primal volumes are considered as “Dirichlet boundary” volumes, while the
others are the “interior” volumes (this includes the volumes located near the
Neumann part I'y of 9§2). With each (primal or dual) interior control volume
we associate unknown values for w;, u.,v; Dirichlet boundary conditions are
imposed on the boundary volumes. The Neumann boundary conditions will
enter the definition of the discrete divergence operator near the boundary; it
is convenient to take them into account by introducing additional unknowns
associated with “degenerated primal volumes” that are parts of the Neumann
boundary I'y.

We consider the space R* of discrete functions on 2; a discrete function
u® € R* consists of one real value per interior control volume. On R* an

appropriate inner product |:[-, ﬂ is introduced, which is a bilinear positive
Q

form.

Both primal and dual volumes define a partition of €2 into diamonds, used to
represent discrete gradients and other discrete fields on Q. The space (R®)? of
discrete fields on €2 serves to define the fluxes through the boundaries of control
volumes. A discrete field M= € (R®)3 on ) consists of one R3-valued vector

per “interior” diamond. On (R®)3 an appropriate inner product {{', ~,}} is
Q
introduced.

A discrete duality finite volume scheme is determined by the mesh, the
discrete divergence operator divi : (R®)* — RT obtained by the standard
finite volume discretisation procedure (with values s* given by the Neumann
boundary condition on I'y), and by the associated discrete gradient operator.
More precisely, the discrete gradient operator Vi : R — (R®)3 is defined
on the space of discrete functions extended by values ¢* in volumes adjacent

11
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to I'p; it is defined in such a way that the discrete duality property holds:

YuveRT, VM e (R?)?, [[—divfg/\jiz,vzﬂ = {{/\;IT, ngz}} —|—<<sz,v8">> :
Q Q r
(1)
Here V§ corresponds to the homogeneous Dirichlet boundary condition? g% =

0 on I'p, and s denotes the discrete Neumann boundary datum for M= - n.
Further, <<, >> denotes an appropriately defined product on the Neumann
'y

part 'y of the boundary 09, and v?% denotes the boundary values on I'y of
v*®. The precise definitions of these objects are given below for version (B).

In [59, 31] and [4, 5, 2],[46], the definitions of dual volumes and H-, ﬂg

differ; but both methods can be analysed with the same formalism. The con-
struction in [24, 25] only differs by its use of three meshes based on three kinds

of control volumes. This also changes the definition of [[-, ]] . The main

difference between the three frameworks lies in the interpretatiézn of u* € R*
in terms of functions. In each case u* € R* is thought as a piecewise con-
stant function. The three following lifting formulas between R* and L'(2) are
considered:

(1 1

gv”‘o+ gvm for version (A) described in [59, 31]
1 2 o
u® = gv”o—l— gv” for version (B) described in [4, 5, 2], [46]
1 1 v 1 e
o™ 0™ 4+ o™ for version (C) described in [24, 25],

v 3 T3 T3
(12)

with v™ and v™" representing the discrete solutions on the primal and the dual
mesh, respectively, and with v™ (in the scheme of [24, 25]) representing the
solution on the third mesh. We have for instance v™ (z) = Y, (.0 Uk 1k ()
(with 1, the characteristic function of «), the definitions ofv™", v™ are anal-
ogous.

The coefficients in (12) are related to the structure of the meshes (in par-
ticular, recall that in the case (A), the dual mesh covers the domain twice). In
all the three cases, appropriate definitions of the spaces R, (R®)3, the scalar

products [[~, ]] (this involves the same weights as in (12)), {{-, }} : <<, >>
Q Q
and of the operators div®, V=, lead to the discrete duality property (11).

Y
INY

2.2 A description of version (B)

In this subsection we describe the objects and the associated discrete gradient
and divergence operators for version (B) of the scheme. More details and
generalisations can be found in [2].

Zour notation follows [7]; a slightly different viewpoint was used in [4, 5, 2, 3], where the
homogeneous Dirichlet boundary data were included into the definition of the space Rg of
discrete functions defined also on the control volumes adjacent to I'p = 9.

12
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2.2.1 Construction of “double” meshes

e A partition of € is a finite set of disjoint open polyhedra such that €2 is equal
to their union, up to a set of zero three-dimensional measure.

A “double” finite volume mesh of 2 is a triple ¥ = (93_10, N, CD) described
in what follows.

e First, let M, be a partition of 2 into open polyhedra with triangular or
quadrangular faces. We assume the polyhedra convex. Assume that 0 is
the disjoint union of polygonal parts I'p (for the sake of being definite, we
assume it to be closed) and I'y (that we therefore assume to be open). Then
we require that each face of the polyhedra in 9, either lies inside 2, or it lies
on I'p, or it lies on I'y (up to a set of zero two-dimensional measure). Each
K € M, is called a primal control volume and is supplied with an arbitrarily
chosen centre x,; for simplicity, we assume x, € k; e.g. the barycenter is a
standard choice. The vertices of the primal mesh are called primal vertices.

Further, we call 2%, (respectively, 9%’) the set of all faces of control
volumes that are included in T'y (resp., in I'p). These faces are considered as
degenerate control volumes; those of 9N’ are called boundary primal volumes.
For k € My or k € OM’, we arbitrarily choose a centre z, € k; again, the
barycenter is often chosen (cf. [46]).

Finally, we denote 9 := M, U M. ; M is the set of interior primal

volumes; and we denote by 9 the union ¥ UMDY = (P, U DY, ) UM

e We call neighbours of k, all control volumes . € 9% such that & and L have a
common face (by convention, a degenerate volume k € M. or kK € I has
a unique face, which coincides with the degenerate volume itself). The set of
all neighbours of x is denoted by ~(k). Note that if L € #(x), then kK € & (L);
in this case we simply say that x and L are (a couple of) neighbours. If kL
are neighbours, we denote by KL the interface (face) Ok NOL between k and L.

e We call vertex (of M) any vertex of any control volume x € M. A generic
vertex of M, is denoted by x,+; it will be associated later with a unique dual
control volume k* € M. Each face K is supplied with a face centre x
which should lie in &l (the more general situation is described in [2]). For two
neighbour vertices x,« and z« (i.e., vertices of 91 joined by an edge of some
interface KL or boundary face), we denote by =+ the middle-point of the
segment [« x+].

e Now if x € M and L € N(k), assume x~, .- are two neighbour vertices of
the interface k. We denote by T;;ﬁlf*lﬁ the tetrahedra formed by the points
Ty, Trcry Ty, T A generic tetrahedron Té‘;fi‘fm* is called an element of the
mesh and is denoted by 7 (see Figure 1); the set of all elements is denoted by
T.

e Define the volume k* associated with a vertex z,- of I, as the union of
all elements 7 € T having z,- for one of its vertices. The collection M of

13
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element
K,K|L
Ty KX

Figure 1: One of the twelve elements in diamond p** with trian-

gular base Kl

all such x* forms another partition of Q. If z,~ € QU 'y, we say that x~
is an (interior) dual control volume and write k= € IM'; and if z,+ € ['p, we
say that x* is a boundary dual control volume and write k* € 9MT". Thus
M = M U OM. Any vertex of any dual control volume &+ € 9T is called
a dual vertex (of W) Note that by construction, the set of vertices coincides
with the set of dual centres x,+; the set of dual vertices consists of centres
Ty, face centres xy, and edge centres (middle points) xy«.+. Picturing dual
volumes in 3D is a hard task; cf. [59] for version (A) and [24, 25] for version

(©).

e We denote by &*(k*) the set of (dual) neighbours of a dual control volume
k*, and by k', the (dual) interface Ox* N OL* between dual neighbours
and L*.

e Finally, we introduce the partitions of €2 into diamonds and subdiamonds.
If k,L € M are neighbours, let H, be the convex hull of z, and xlr and H,
be the convex hull of 2, and k. Then the union H, U H, is called a diamond
and is denoted by p**.

If , L € MY are neighbours, and z .+, z,- are neighbour vertices of the cor-
responding interface &L, then the union of the four elements T;:;f‘jf*m, Tﬁ’f{ﬁlL*,
T e and 7258 s called subdiamond and denoted by S+~ In this way,
each diamond p"* gives rise to [ subdiamonds (where [ is the number of ver-
tices of KlL); cf. the next item and Fig. 2. Each subdiamond is associated with
a unique interface xlr, and thus with a unique diamond p**. We will write
5 C D to signify that s is associated with b.

We denote by ®,& the sets of all diamonds and the set of all subdiamonds,
respectively. Generic elements of ®,& are denoted by p,s, respectively. Notice
that ® is a partition of a subdomain of 2 (only a small neighbourhood of 'y

in 2 is not covered by diamonds).

e (See Figure 2) The following notations are only needed for an explicit expres-

14
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orientation

diamond
CA DoKe Ty Simplified notation

volume

2 ) . .
e 7 Tt in a diamond
o+ L] 7 .
Lrcy Tis | N Py subdiamond
KoK,
€T X, V'/ - J)Kg y s o‘ &
K3 KolKg T,

subdiamond

L
,..-/g"/"'?” Tr
: [T
interface TrolKg ' /\ V[ TEIK
KolKg & -~ 1
volume Trc 3
Ko
Figure 2: Primal volumes, diamond; subdiamond and zoom on it (Ver-

sion (B) of 3D DDFV mesh)

sion of the discrete divergence operator (and also for the proof of the discrete
duality given in [2]). It is convenient to orient the axis x,x, of each diamond
D. Whenever the orientation is of importance, the primal vertices defining the
diamond will be denoted by xy,, 2y, in such a way that the vector m
has the positive orientation. The oriented diamond is then denoted by p*®Fe,
We denote by €y, . the corresponding unit vector, and by dy, x,, the length
of m . We denote by iy ., the unit normal vector to .k, such that
ﬁK@IK@ ) €K®7K@ > 0.

Fixing the normal 77, of Kk, induces an orientation of the correspond-
ing face K.k, which is a convex polygon with [ vertices (we only use [ = 3 or
4): we denote the vertices of Kk, by =, 7 € [1,1], enumerated in the direct
sense. By convention, we assign ¥y, = Ty;. We denote by € Ky the unit
normal vector pointing from z. towards Tiz, and by dje K the length of

To simplify the notation, we will drop the k’s in the subscripts and de-
note the objects introduced above by ;24,6 &,de oM. and by z7,6%5.,d
whenever p*o¥® is fixed. We also denote by z;;,, the middle-point Trepe,, of

41
the segment [x;, 2;1], and by &7, the centre zy ., of K.Jr.

e For a diamond p = p*®*® we denote by Proj, the orthogonal projection
of R? onto the line spanned by the vector €. s, ; we denote by Proj; the
orthogonal projection of R? onto the plane containing the interface i .

e We denote by VoI(A) the three-dimensional Lebesgue measure of A which can
stand for a control volume, a dual control volume, or a diamond. In particular,
for k € M., Vol(k) = 0: these volumes are degenerate. For a subdiamond
s = Si?lﬁi, we have the formula VoI(s) = & (Z,xg, 27 a5, ;x}, ). Note the
mixed product is positive, thanks to our conventions on the orientation in

p"o"® and because we have assumed that 7, € Kk,
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Remark 3. Diamonds permit to define the discrete gradient operator, while
subdiamonds permit to give formulas for the discrete divergence operator (see
(13), (14) and (17), (21) below, respectively).

In the context of 2D “double” schemes, introducing diamonds is quite
standard (see, e.g., [7, 33]). Subdiamonds are “hidden” in the 2D construction
: they actually coincide with diamonds.

2.2.2 Discrete functions, fields, and boundary data.

e A discrete function w™ on 2 is a pair (W™, w™") consisting of two sets of real

values W™ = (Wx)xeme and W™ = (Wx+) g com- The set of all such functions

is denoted by R*.

e A discrete field M= on Q is a set (]?D)D653 of vectors of R%. The set of all

discrete fields is denoted by (R9)®. If M is a discrete field on €2, we assign
Mg = M, whenever s C D.
ome

o A discrete Dirichlet datum g* on I'p is a pair (g g‘”"*) consisting of two

sets of real values ¢°™ = (gx)xeome and g™ = (gx+ )k com- In practice, gx
(resp., gx+) can be obtained by averaging the “continuous” Dirichlet datum g
over the boundary volume k C I'p (resp., over the part of I'p adjacent to the
boundary dual volume x+); if ¢ is continuous, the mean value can be replaced
by the value of g at z, (resp., at x,+). We refer to [7] for details.

o A discrete Neumann datum s® on 'y is a set of real values (sK)Kegﬁlq .

In practice, sx can be obtained by averaging the “continuous” Neumann
datum s over the degenerate volume k C I'y. In the case I'p = ), one should
be careful while using approximate quadratures to produce s* from s. Indeed,
some compatibility conditions between Neumann data and source terms may
arise while discretising elliptic equations (this is the case of system (1), because
the difference of the two equations of the system is an elliptic equation, and the
compatibility condition (5) is needed for the solvability of the system). The
compatibility condition, expressed in terms of fFN si.e, should be preserved at
the discrete level. This is the case for the above choice of s*: indeed, we have

the equality fFN s = fFN s*.

2.2.3 The discrete gradient operator

e On the set R* of discrete functions w* on 2, we define the discrete gradient
operator Viz[-] with Dirichlet data g* on I'p:

ij cwT € RY — V;:UJT = (vaT) € (Rd)gu (13>

De®D
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where the entry V,w® of the discrete field VFw® relative to p = p*oFe ig

Wy — W
Proj,(Vow®) = ——— &4,
Vot s s, o L roIn(VeuT) = = (14)
Projt,( Vow®) = VF(,

where

- F(-) is the affine function from R? to R that is constant in the direction
Ty orthogonal to kL and that is the ad hoc affine interpolation (namely,
(15) below) of the values w} at the vertices 2}, i =1,...,l, of Kr;

- for the vertices of b lying in QU I'n, Wy =Wy, Wp =W, W] = Wy, €tc.
(we use the simplified notation in the diamond p = p*®¥®  as depicted
in Figure 2). For the vertices of p that lie in I'p, the values of ¢g* are
used: e.g., if v, € I'p, then we set w;, := g, in the above formula.

Clearly, if [ = 3 there is a unique consistent interpolation of the values
wy,wse, w3. For [ > 4, no consistent interpolation exists, and we choose the
linear form in w” that leads to the expression

l

. 2 B —
PIOJ*D( VDwT) = l <7’L® e > Z(w’:kl - wz*) [n@,@ X ‘T@eaxmﬂ}
@ @@ zz+17 7 il =1

(15)
Here the notation (d, b, &) =a- b x & stands for the mixed product on R3. It is
shown in [2] that the choice (15) is exact on affine functions, and that it leads
to the discrete duality formula. For an explicit formula of V,w®, note that
P = Proj,( Vow®), p* = Proji( V,wT) are given; then one expresses Vow® as

el | L
Vpw VoI(D) 121{ T Ty (w@ _we) N g+ g(wzdrl — U ) [xtax@ X x@,@xnﬂ} }
(16)

Remark 4. In (14), the primal mesh M serves to reconstruct one component
of the gradient, which is the one in the direction €, .. The dual mesh M serves
to reconstruct, with the help of the formula (15), the two other components,
which are those lying in the plane containing k.|k,. The same happens for
version (A) of the scheme. On the contrary, version (C') only reconstructs one
direction of the discrete gradient on the mesh 9t*, while the third direction is
reconstructed on a third mesh that we denote by 9t°.

Remark 5. We stress that our gradient approximation is consistent (see
2] for the proof). Indeed, let w,ws,, (w};;)\—; be the values at the points
T, Te, (25, )iy, respectively, of an affine on p = p"®*® function w. Then
V ,w?* coincides with the value of Vw on b.
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2.2.4 The discrete divergence operator

e On the set (RY)® of discrete fields M=, we define the discrete divergence
operator diviz[-] with Neumann data s¥ on T'y:

divi: : MT € (RY)® = divie M

- <(divK./\;lf) , (divK*/\;lz) > € R%,

(17)

KESI(O:SJT?)UDR%N K*eom*

where the entries div, MT (for k € 93) and div,~ M of the discrete function
div* M= on ) are given by

1

VK E ngz, d.l\/v}(./\;l»‘I - < Z .A;\lD * nK,
VoI(K) peD: DK £ Y OKND (18)
- 1 -
Ve M, divpge M = ——— Mp - N,
“ e VOI<K*) Z OK*ND bt

DED: DNK*#Q

where ny (resp., ng+) denotes the exterior unit normal vector to x (resp., to
k+). Further, for k € My, we mean that ny points inside 2, and we adapt
the following formal definition:

for the diamond p such that DN T'y = k;

thus, although Vol(k) is zero, in calculations we only use the products Vol(x)div, M=,
which are well defined thanks to convention (19). In practice, the discrete
equations corresponding to volumes of .~ will always read as

J\7lD-nK+sK:O, KESD‘(%N. (20)

Notice that the values of the Neumann data s* only appear in the convention
(19) for the degenerate primal volumes kK C I'y; at the same time, in the vol-
umes x* adjacent to 'y the data s* are taken into account indirectly. Namely,
let k* be a dual volume adjacent to I'y, and let p be a diamond intersecting x*
and adjacent to ['y; then the value M p-n, used for the definition of diVK*./\;}T
is linked to the data s® via equations (20).

The formulas (18) are standard for divergence discretisation in finite volume
methods; their interpretation is straightforward, using the Green-Gauss theo-
rem. The consistency of the discrete divergence operator (in the weak sense)
can be inferred by duality from the one of the discrete gradient operator (Re-
mark 5) and from the discrete duality property (11); see Proposition 2(iii) and
[3].

For the explicit calculation of the right-hand sides in (18), one can further
split diamonds into subdiamonds. In a generic subdiamond, we use the follow-
ing notation. Consider s € &; it is associated with a unique oriented diamond

18



DDFV schemes for the bidomain cardiac model

. . K
which we denote p*®*®  so that s is of the form s = SK*@‘;? In order to cope
with the vector orientation issues, given s = SKS?‘I‘{*@ we define
i
« )0, if K=K )0, if k=K
Sl PR : S T e =
, if K =K, , if ke = K7

For k € M, we denote by v(k) the set of all subdiamonds s € & such that
KNs # . In the same way, for k* € M we define the set v*(kx*) of the
subdiamonds intersecting x*. Then, using the notation (-,-,-) for the mixed
product on R3, we can express formulae (18) as

1 -
Vi €M, diveMT 2Vol( )Z( 1) </\/ls, T T, TiTh, )
1 SEV(K) (21)
. K* . T E—
Vi€ M dive-M* = —Z(—l)es (M, Toxd, 15,775, )-
2VO](K*)S€V*(K*)

In (21), each subdiamond s in v(k) (or in v*(kx*)) has the form s = S;@“K@

3 K
with some K, Ks, K7, K},y; the notations €5, €5, ¥, Tg, Thy , Ty, , T, T7y refer to
KolKe

§ = S (see Figure 2). Each term in the sums (21) corresponds to the flux
of M through a triangular face contained within the subdiamond s. Details
can be found in [2].

Remark 6. In practice it is not necessary to calculate the discrete divergence;
indeed, with the help of the duality property, one can express the discrete
system of equations in the dual form, where the calculation of the discrete
divergence of the solution is replaced by the calculation of the discrete gradient
of a test function. It is interesting to put this constatation into perspective
with the Mimetic Finite Differences scheme for diffusion problems as defined in
[18]. In this paper a standard finite volume divergence operator is defined and
the definition of a gradient operator is replaced by a dual property (of discrete
Green Gauss formula type) together with the definition of a consistent scalar
product. As a result, the gradient operator is neither defined explicitly nor
calculated in practice. The situation is therefore somehow opposite with the
one for DDFV schemes. A major difference is that, although the discrete
divergence need not be computed in practice, it however has a simple and
natural definition (it is a flux balance as usual for finite volume schemes),
whereas in the case of Mimetic schemes only a dual and abstract definition of
the gradient is provided.

2.2.5 The scalar products |I, -]]Q, {{~, ~}}Q, <<, >>r and discrete du-
ality N
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e Recall that R* is the space of all discrete functions on 2. For w®,v*® € R¥,
set

1 2
|:|:'1,U‘I7 'U‘Zi|:| = g Z VO](K) WUk + g Z VO](K*) WV

Keme K*eom*

Recall that (R3)® is the space of discrete fields on Q. For M, G € (R3)?,
set
{3, 67} = Y vollo) A -G
DED

e Recall that in (12), for version (B) of the scheme, given a discrete function
v*, we set

v¥(x) = % Z Vgl () +§ Z Ve e ().

Kem® K*ea*
Then the function v?% € L=(I'y) can be defined as the trace of v on I'y. This
means, v?%(z) 1= %vK + %vK* where for H?-a.e v € 'y, k and k* are uniquely

defined by the fact that x € Kk N k.

e Finally, for <<, >> , we simply use the L? scalar product on I'y.
I'n

Now a straightforward adaptation of the proof of the discrete duality prop-
erty in [2] yields the desired discrete duality property (11).

3 The DDFYV schemes and convergence results

The time-implicit DDFV finite volume schemes for Problem (1),(2),(3) can be
formally (up to convention (19)) written under the following general form:

find ((uf”, ur™, U:’”)> C (R¥)? satisfying the equations
n=1,...,.N
vEH — g T T T T,n+1 T,n+1 T,n+1
3 ) 5T 7n J—
p— dle?’n+l [MI vg§,n+1ui } “I'_ h - ]app — O, (22)
,Uz,n—H I
v - divsjg,nﬂ [M? Vg%,nﬂu:,nﬂ] + hEH — pEel = 0,
5 +1 ) +1 ) 1 J—
[ 0T = (T —u ) =0,
™0 = 0. (23)
For two rigorous interpretations of (22), see Definition 2 below.
We normalise u>"*! by requiring, for all n = 1,..., N,
if I'p = @, then Z Vol(K )t =0,
KEmP, (24>
S Vi =0 3 ol
K*em* Koem®
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(the last condition is only meaningful for the scheme (C') using the third mesh
The triple (u>"" uS"+1 =71 constitutes the unknown discrete func-

tions at time level n; vf and I7"*! stand for the projections of the initial

datum vy and the source term I,p, on the space of discrete functions. Simi-
larly, g;' +1,sf7’: *1 are suitable projections of the Dirichlet and Neumann data
Gi.e, Si.e; Tespectively. Notice that the boundary data are taken into account in
the definition of the discrete operators Vj, divz. The matrices M7 () are
the projections of M, .(+) on the diamond mesh. We will mainly work with the
mean-value projections; e.g., the projection P* on ¥ of vy would be the discrete

function with the entry #(K) v corresponding to a control volume k. For

K
regular functions, the centre-valued projection P can be considered, where
the entry wvo(xx) corresponds to a volume k. We refer to Sections 2.2.2, 4.2
for details on the projection operators in use.

A relation that links A"t to v™"*! closes the scheme; we consider the
following two choices: the fully implicit scheme,

PE = PR (), (25)
and the linearised implicit scheme

PR = P (( (b () = L) v () — 1), (26)

where P¥ is the projection operator acting from L!(£2) into the space of the cor-
responding discrete functions; further, v®"*1(.) define the piecewise constant
functions reconstructed according to (12) from the values v™"*! = (0™ +1 y
(for versions (A) and (B)) or v=m = (p™"n+l p2ntl @Pn ) (for version
(C)). The same convention applies to v="(-). We refer to Section 4.7 for a
detailed description of such discretisation of the ionic current term.

Remark 7. In the discretisation of the ionic current term h(v), the choices
(25) and (26) are made to reconstruct the L' function v*(-) and then to re-
project it on the mesh ®. This is tricky and it may seem unnatural. But
we explain in Section 4.7 that this is the way to ensure that the structure of
the reaction terms in the discrete equations yields exactly the same a prior:
estimates as for the continuous problem.

The seemingly simpler choice h®"1 = h(v™"*1) (instead of (25)) does not
have good structure properties; we can justify the convergence of the associated
scheme by adding a penalisation term (cf. [5]) whose role is to make small the
differences v — v?{fl, for Kk N k= # ), in the left-hand side of the scheme
(22).

el . . . 1 .
Definition 2. A discrete solution is a set ((uf”+ ,uDntl gmntl ) (in
nel0,N]

the sequel, we denote it by (u]*", uSt, v™2)) satisfying the initial data (23),

7 e
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m*,nJrl)



B. Andreianov, M. Bendahmane, K. Karlsen and C. Pierre

the normalisation equations (24), and the closure relation (25) or (26); more-
over, it should solve system (22) in the following sense:

- equalities in (22) hold component per component for all entries correspond-
ing to primal volumes x € M and those corresponding to the dual volumes
K* € M

- for the entries corresponding to x € 9y, convention (19) is used, that is,
the equations take the form v+ — (¢! — 4 =7*+1) = 0 and

(M, o)p Vou™ " nye + (5;.)% =0 for p € D such that DN Ty = k;

. At . . . .
Equivalently, (u; ", u** v is a discrete solution if v u

and for all p* € R*, for all n € [0, N] the following identities hold:

T At) T At TAL T, At
) ’ — A —u>
(3 e

( 1 T -
_ U‘I,nJrl . U‘:,n’ (pi ) 4 {{Mf ‘;_I,n+1u§7n+17 VS@T}}Q
—|—<<S;»Z, g081>> + “h‘:,n—i-l . Iz,n—&-l’ 90‘:“ — 07

Tn app

T T,n+1 T,n T I T 7T T,n+1 T %
—||v — v p — {{1\/1Z Tul "t Vop }}
A 1Q ge Q

S W SRR

Notice that the equivalence of the formulations (22) and (27) is easy to
establish; namely, the discrete duality property (11) is used together with the
choice of discrete test functions ¢* that only contain one non-zero entry.

The existence of solutions to the discrete equations is obtained in a standard
way from the Brouwer fixed-point theorem and the coercivity enjoyed by our
schemes; the uniqueness proof mimics the one of Theorem 1. More precisely,
we have

Proposition 1. Assume (6),(7). Whenever at < 5, for all given boundary
data satisfying (5) (if ['p = @, we add (24) to the scheme) and for all given
initial data (23) there exists one and only one discrete solution to the scheme
(22),(25); likewise, there exists one and only one discrete solution to the scheme
(22),(26). Moreover, for fixed boundary data, the discrete L? contraction prop-
erty holds for the v=2t component of the solution of the fully implicit scheme

(22),(23),(25): Indeed, for all n€ [0, V],

|:|:Uf,n+1_@§,n+17 U‘:,n+1_f}‘z,n+1i|:| < eL(nJrl)At [[UT,O_ﬁ‘I,O’ U‘I,O_@T,Oiﬂ ) (28)
Q Q

Remark 8. Let us point out that the fully implicit scheme leads, at each time
level, to a nonlinear system of equations, and to compute the solution given
by Proposition 1 (or, rather, a reasonable approximation to it) we can use the
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following variational formulation of the scheme:

at the time level n, minimise over R* x R* the functional
Turad] = [, o7] = & for o]+ [ )
—|—{{M‘Iv sn+1U VZ:,n-HUT}}Q
+{{M§ Vgefz,n+1u y V;@‘Z,nJrl UT}}Q
_ <<S$,n+1 uos >> _ <<sz,n+1 uo= >> |:|:]"I n+1 UT]]
1 ) 7 Ty e ) e Ty app ) Q’
where v* ;= uf —uf, and H : z — [ h(s)ds is the primitive of h

(in the case I'p = @, the constraint (24) should be added on the domain of the
functional J). Similarly to the argument in [7], it is checked from the discrete
duality formula and from formula (40) in Section 4.7 that the scheme (22) is
the Euler-Lagrange equation for the above problem. From the properties of
h(-) it follows that for at < 5 L, we are facing a minimisation problem for the
convex coercive functional J. Thus descent iterative methods can be used for
solving the discrete system (22) at each time step.

Now we can state the main result of this paper.

Theorem 3. Assume (6),(7) hold with some r > 2. Assume that the family of
meshes satisfies the regularity assumptions (29),(30),(31) (and the analogous
restrictions on the mesh M, for version (C')) stated in Section 4.1. Then

(i) the sequence of solutions (u;’ ALY, uTAL(L), v™44(-)) to the fully implicit
scheme (22),(23), (25),(12) converges, as the approximation parame-
ters Az, At tend to zero, to the unique solution (u;, u.,v) of Problem
(1),(2),(3); the convergence is strong in L?(Q) x L*(Q) xL"(Q). Moreover,

the discrete gradients converge to ( Vu;, Vue, Vv) strongly in (LQ(Q))3;

(ii) For any r < 16/3, the statement analogous to (i) holds for the discrete
solutions of the linearised implicit scheme (22),(23),(26),(12).

If I'p = @, the constraint (24) should be added to the equations of the
scheme.

In the same vein, the standard 2D DDFV construction can be applied
to problem (1),(2),(3) on 2D polygonal domains. The convergence result of
Theorem 3(i) remains true, and the one of Theorem 3(ii) extends to all r < 6.
We stress that the realistic case r = 4 is covered by our convergence results.
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4 Discrete functional analysis tools for DDFV
schemes

For a given mesh ¥ of () as described in Section 2, the size of ¥ is defined as

size(¥) := max {max diam(x), max diam(kx*), max diam(D)} .
KEm© K*co* DED
If the assumption x € K is relaxed, diam(x) must be replaced with diam(x U
{zx}) in the above expression.
In what follows, we will always think of a family of meshes such that size(T)
goes to zero.

4.1 Regularity assumptions on the meshes

In different finite volume methods, one always needs some qualitative re-
strictions on the mesh ¥ (such as, e.g., z, € K, or the convexity of volumes
and/or diamonds, or the mesh orthogonality, or the Delaunay condition on
a simplicial mesh). For the convergence analysis with respect to families of
such meshes, it is convenient (though not always necessary) to impose shape
regularity assumptions. These assumptions are quantitative: this means that
the “distortion” of certain objects in a mesh is measured with the help of a
regularity constant reg(¥), which is finite for each individual mesh but may
get unbounded if an infinite family of meshes is considered. For the 3D DDFV
meshes presented in this paper, there are two main mesh regularity assump-
tions. First, we require several lower bounds on d; , dx+:

V neighbours x, r, diam (x) + diam (1) < reg(%)dy,;
vV dual neighbours k*, *, diam (k*) 4+ diam (2*) < reg(T)d = +;

V diamonds p with vertices x,,r, and with
neighbour dual vertices xy«, .+, diam (p) < reg(¥) min{dy,,, dx=.}.
(29)
Further, we need a bound on the inclination of the (primal and dual) interfaces
with respect to the (dual or primal) edges:

vV primal neighbour volumes x, L, the angle oy, between x,x; and the
plane K is separated from 0 and 7, meaning that reg(¥) cos ay, > 1;

V neighbour vertices zx+, 7.« of kl, the angle ;.. between T
and Ty~ T is separated from 0 and 7, i.e., reg(T) cos Qspe > 1.
(30)
Also a uniform bound on the number of neighbours of volumes / diamonds
is useful:

Each primal volume x has at most reg(¥) neighbour primal volumes;
each dual volume x* has at most reg(¥) neighbour dual volumes.
(31)
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For version (C') of the scheme, we impose in addition conditions on the third
mesh 9IT°; moreover, the number of vertices of a diamond is restricted by
reg(%).

In principle, one can use version (A) and (B) for meshes with general
polygonal faces (see [2]); in practice, we worked in the situation where all
diamond has five (= 2 + 3) or six (= 2 + 4) vertices, because the faces of
the primal volumes were taken to be to be triangles or quadrilaterals; and
our convergence results are shown for the case of triangular primal faces. For
versions (A) and (B), when the number [ of vertices of a face KL exceeds three,
the kernel of the linear form used to reconstruct the discrete gradient in p** is
not always reduced to a constant at the vertices of xl This is a problem, e.g.,
for the discrete Poincaré inequality and for the proof of discrete compactness.
In general, the situation with [ < 4 vertices is not clear; for example, the
discrete Poincaré inequality holds on every individual mesh, but it is not an
easy task to prove that the embedding constant is uniform, even under rigid
proportionality assumptions on the meshes. The uniform Cartesian meshes is
one case with [ = 4 that can be treated (see [2, 3]), but they are not suitable
for the application we have in mind.

In this paper, for a certain range of values of the power r in (6),(7), we use
Sobolev embedding inequalities of the discrete H' spaces into L4, ¢ > 1; for
these results to hold, we may also require

V primal volumes x and interfaces K, my,dy, < reg(T) Vol(k); (32)
vV dual volumes k and interface KL+, msdy+» < reg(¥) Vol(k*).

4.2 Consistency of projections and discrete gradients

Here we gather basic consistency results for the DDFV discretisations. Heuris-
tically, for a given function ¢ on €2, the projection of ¢ on a mesh ¥ and sub-
sequent application of the discrete gradient V¥ should produce a discrete field
sufficiently close (for size(T) small) to V. Similarly, for a given field M, the
adequate projection on the mesh and the application of div® to this projection
should yield a discrete function close to div M. In this paper, we mainly use
the mean-value projections. For scalar functions on €2, two projections on R*
(which has two components, namely the projections on 9%’ and on 9T*) are
used:

#s oo (g [ e (g [ e ) = (P70 2%

P70 o ((000)) e+ (905) o ) =5 (B0 BZ0):

in case K is a degenerate volume in DI, Vol(k) is zero and we replace the
corresponding entry of P*¢ by the mean value ij v of ¢ over the face Kk C I'y.
Similarly, the Neumann data s; . will be taken into account through the values
+,. sie for Kk € ML

25



B. Andreianov, M. Bendahmane, K. Karlsen and C. Pierre

Further, if we are interested in the values of ¢ on the Dirichlet part of the
boundary, then we use the projection

PoT . Q= <(fK90)Keasz’ (]/ ; ¢>K*eazm*> = (pafm"(p’ Pa‘”%).

K*NI'p
In particular, the Dirichlet data g; . will be taken into account in this way. For
R3-valued fields on ©, we use the projection on (R3)® defined by

@f;MH( ! /M) |
Vol(D) J, peo

With each of these discrete functions, we associate piecewise constant func-
tions of x on €2, on I'p or on I'y, according to the sense of the projection;
then we can study convergence, e.g., of P*M to M in Lebesgue spaces, as
size(T) — 0. For the data vg,lapp, Mic, gie, Sie, We need the consistency
of the associated projection operators (recall that vg,/l,,, are projected on the
meshes M, and M, M, . are projected on the diamonds, g; . are projected on
the boundary volumes, and s; . are projected on the degenerate interior primal
volumes x € M. ). These consistency results can be shown in a straightfor-
ward way (see, e.g., [7]); for example, we have P* I,,, — I, in L?*(Q), and
P?% g; . — g in L2(Tp).

Note that for the study of weak compactness in Sobolev spaces and conver-
gence of discrete solutions, the consistency results can be formulated for test
functions only (and the consistency for divio P~ is formulated in a weak form,
except on very symmetric meshes). These results are shown under the regular-
ity restrictions (29),(30),(31) on the mesh; let us give the precise statements.

Proposition 2. Let ¥ be a 3D DDFV mesh of €2 as described in Section 2.
Let reg(¥) measure the mesh regularity in the sense of (29),(30),(31). Then
the following results hold:

(i) For all ¢ € D(Q),
[ = P™0|| ooy < Clo)size(T), |0 —P"l| g,

< C(yp) size(T);

and for version (C'), the analogous estimates hold for ||g0 - PEmOQOHLOO @

Analogous estimates hold for the projections P™ P,

Similarly, for all M € (D(ﬁ))g,

HM—]@MHLM (/\;l)sme( ).
(ii) For all p € D(QUTy),
| Vo — V§(P HLOO(Q) < C(p,reg(T)) size(T).

(iii)  For versions (A) and (B), assume that each primal interface kI is a
triangle. For each M € (D(ﬁ))3 and for all w® € Rf,

‘ [[Pf(div M) — divi(BM) wfﬂ Q‘ < C(M, reg(T)) size(T) || V|| (0.

We refer to [3] for a proof of this result.
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4.3 Discrete Poincaré, Sobolev inequalities and strong
compactness

The key fact here is the following remark:

Assuming (for versions (A), (B)) that each face ki of MY is a triangle,
one gets the same embedding results on the 3D DDFV meshes (A), (B), (C)
as the results known for the two-point discrete gradients on 99%° and on 9"

Indeed, for variants (A), (B) it has been already observed in the proof of Propo-
sition 2(iii) that the restriction ! = 3 on the number [ of dual vertices of a
diamond p"*®*® allows for a control by | V,w=®| of the finite differences:

|ws, — w |

d@,@

‘ wiy—w; |
4 ip

(here i = 1,2, 3 and by our convention, wj := wy, d3 4 := dy 3; cf. Figure 2). For
version (C'), this kind of control is always true for the divided differences along
the edges of any of the three meshes. Consequently, for a proof of the different
embeddings, we can treat the primal and the dual meshes in ¥ separately, as
if our scheme was one with the two-point gradient reconstruction.

< | VouwT|, < | VouT| (33)

First we give discrete DDFV versions of the embeddings of the discrete
W,y P (Q) spaces, where we refer to the embedding into LP(Q) (the Poincaré
inequality), into L™ (Q) with p* := %, p < 3 (the critical Sobolev embedding),
as well as the compact embeddings into LI(2) for all ¢ < 400 or ¢ < p*.

Proposition 3. Let ¥ be a 3D DDFV mesh of €2 as described in Section 2.
Let reg(T) measure the mesh regularity in the sense (30) and (32). Assume

(for versions (A) and (B)) that each primal interface &l is a triangle.
Let w* € Rj. Then

[w™ flzg) + 0™ [z < C(Q1eg(T)) || V|2

Moreover,

[w™ o) + lw™ [[s) < C(Q1eg(F)) | V|2

Notice that for the Poincaré inequality (the first statement), assumption
(32) is not needed, cf. [8] for a proof. Actually, with the hint of [8, Lemma
2.6] the Sobolev embeddings for ¢ < 2 x 1* = 3 can be obtained without using
(32).

The statement follows in a very direct way from the proofs given in [35, 23,
36]. Because of (33), the assumption that the primal mesh faces are triangles
(i.e., [ = 3) is a key assumption for the proof. In some of the proofs in these
papers one refers to admissibility assumptions on the mesh (such as the mesh
orthogonality and assumptions of the kind “|x, — x,| < reg(T)|zx — x|’
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see [35, 36)), yet, as in [7] (where the proof of the Poincaré inequality is given
for the 2D case), these assumptions are easily replaced by the bounds

My < C(reg(T)) min{ vol(s™"), Vol(k), Vol(L) },

: (34)
Mcrpe g < C(reg(T)) min Vol(ois,. ), Vol(k+), Vol(z+) }
that stem from the mesh regularity assumptions (32) and (30).
The embeddings of the discrete W1P(£2) space contain an additional term
in the right-hand side, which is usually taken to be either the mean value of
w= on some fixed part I' of the boundary 92 (used when a non-homogeneous
Dirichlet boundary condition on I' is imposed), or the mean value of w* on
some subdomain w of € (the simplest choice is w = €, used for the pure
Neumann boundary conditions). Let us point out that the strategy of Eymard,
Gallouét and Herbin in [36] actually allows to obtain Sobolev embeddings
for the “Neumann case” as soon as the Poincaré inequality is obtained. For
the proof, one bootstraps the estimate of [, |w*|*. First obtained from the
Poincaré inequality with a = 2, it is extended to « =2 - 1* = 2% = 3 with the
discrete variant [36, Lemma 5.2] (where one can exploit (34)) of the Nirenberg
technique. In the same way, the bound of [, [w*|* is further extended to v =

2(1%)? = 2(%)2 and so on, until one reaches the critical exponent 2* = 6. The
details are given in [6]. Moreover, the Poincaré inequality for the “Neumann
case” (i.e., the embedding into L2(2) of the discrete analogue of the space
{u € HY(Q) | [,u = 0}) and for the case with control by the mean value
on a part of the boundary, was shown in [36], [38]. Thus we can assume
that the analogue of Proposition 3 with the additional terms ‘#(Q) Jow™
|V#(Q) Jow™ | or |ﬁ frD w™
estimates is justified.

Notice that the compactness of the sub-critical embeddings is easy to obtain
by interpolation of the L® embedding with the compact L' embedding derived
from the Helly theorem (indeed, the L' estimate of V*w® can be seen as the
BV estimate of the piecewise constant functions w™ and w™).

Finally, notice that the same arguments that yield the Poincaré inequality
with a homogeneous boundary condition also yield the trace inequality

Y

\F_lDl fFD wm*| in the right-hand side of the

Y

HwawHLz(Fw) < C(FMQareg(‘:»(me}Hm(Q) ™ ” VTwT”LQ(Q)) (35)

(the inequalities on the mesh 9T° and, for the case (C), on the mesh 2
are completely analogous). These inequalities are useful for treating non-
homogeneous Neumann boundary conditions on a part I'y of 0€.

4.4 Discrete W'?(Q)) weak compactness

In relation with Proposition 3(ii), let us stress that there is no reason that
the components w™*, w™" of a sequence (wfh)h of discrete functions with
L? bounded discrete gradients converge to the same limit. Counterexamples
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are constructed starting from two distinct smooth functions discretised, one
on the primal mesh ¥, the other on the dual mesh T

However, the proposition below shows that in our 3D DDFV framework,
we can assume that the “true limit” of the discrete functions w* = (w”‘oh,

w) or w = (W w™h W) coincides with the limit of (12).

Proposition 4.

(i) Let w® € R*» be discrete functions on a family (F});, of 3D DDFV meshes
of  as described in Section 2, parametrised by h > size(T}). Assume I'p # O
and let g% = P%g, for some fixed boundary datum g € H'(Q). Assume that
the family (v;;h wfh)he(o’hmaz] is bounded in L?(Q).

Assume (for versions (A) and (B)) that each primal interface kI is a tri-
angle. Assume that supe(p,,..; 768(Tn) < +oo, where reg(%),) measures the
regularity of ¥, in the sense (29),(30),(31) and (32).

According to the type of 3D DDFV meshing considered, let us assimilate
w** into the piecewise constant functions w*"(-) defined by (12); furthermore,
let us assimilate the discrete gradient V;@h w*" to the function (V;%h wT’L)(~)
on ). Then for any sequence (h;); converging to zero there exists w € g + V
such that, along a sub-sequence,

w*hi (+) converges to w strongly in L?(Q) (in fact, in LY(Q2), ¢ < 6)

and (V*w™:)(-) converges to Vw weakly in L?(€2). (36)

(ii) If I'p = O, and if the additional assumption of uniform boundedness of

. 1 MOy, I 1 DY,
M = Vol((2) /Qw ’ Mt = Vol((2) /Qw

is imposed (with the analogous bound on the mesh 9 for version (C)), then
(36) holds with w € HY(Q).

Let us illustrate the DDFV techniques by giving the ideas of the proof.
We justify (i) for the case of the meshing described in Section 2 and the
homogeneous Dirichlet boundary condition on I'p := 0€2. The case of a non-
homogeneous Dirichlet condition is thoroughly treated in [7], for the 2D DDFV
schemes. The case of Neumann boundary conditions is the simplest one.

Proof of Proposition 4. The strong compactness claim follows by the compact-
ness of the subcritical Sobolev embeddings of Proposition 3. The weak L2
compactness of the family (V" w™) . is immediate from its 1*(2) bounded-
ness. Thus if w is the strong L? limit of a sequence w™ = fw™* 4 2™
as h — 0 and y is the weak L? limit of the associated sequence of discrete
gradients V¥ w*" it only remains to show that y = Vw in the sense of dis-
tributions and that w has zero trace on 0€). These two statements follow from

the identity
YM e D(Q)? /X-M+/wdiv/\7l:0, (37)
Q Q
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that we now prove. We exploit the discrete duality and the consistency prop-
erty of Proposition (2)(i),(iii).

Take the projection P*M € (R®)®n, w*™ € R;" and write the discrete
duality formula

{{ VT Ifﬁfh/\?l}}g + wah , divfhlfﬁfh/\?lﬂ =0 (38)

According to the definition of {{ oy }}Q, the first term in (38) is precisely the

integral over {2 of the scalar product of the constant per diamond fields VEr®h

and P*»M. By Proposition (2)(i) and the definition of y, this term converges

to the first term in (37) as A — 0. Similarly, introducing the projection

P*»(div /\;l) of div M on R, from the definition of [[ , ]] , Proposition (2)(i)
Q

and the definition of w*» in (12), we see that, as h — 0,

szh , Pz(div/\;l') ]]Q —>% / (lim wmoh) div M
Q

h—0
2 * - =
—I——/(limwmh) dij:/wdiVM.
3 o h—0 Q

It remains to invoke Proposition (2)(iii) and the L'(2) bound on V¥ w™ to
justify the fact that

lim ||w™ , divzh]}_ﬁgh./\;lﬂ = lim ||w™ , P¥(div M)ﬂ .
h—0 Q h—0 Q
For a proof of (ii) use the versions of the compact Sobolev embeddings with

control by the mean value in €2, and use test functions M compactly supported
in €. O

4.5 Discrete operators, functions and fields on (0,7) x (2

We discretise our evolution equations in space using the DDFV operators as de-
scribed above. In this time-dependent framework, analogous consistency prop-
erties, Poincaré inequality and discrete LP(0, T'; W'?(£2)) compactness proper-
ties hold.

To be specific, given a DDFV mesh ¥ of €2 and a time step at, one considers
the additional projection operator

S S (Mg V@, @)= [ g

B at n—1)At

Here f can mean a function in L'((0,T) x Q) or a field in (L*((0,T) x Q))3
The greatest integer smaller than or equal to 7'/at is denoted by Nu;.

We define discrete functions w™* € (R*)™¢ on (0,7) x  as collections
of discrete functions w*" ™! on Q parametrised by n € [0, Ny;] N N. Discrete
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functions w=4" € (R¥)M+ on (0,7) x € and discrete fields M™4 € (R®)Mar
are defined similarly. The associated norms are defined in a natural way;
e.g., the discrete L?(0, T; H(Q)) norm of a discrete function w®" € (RF)™¢ is

computed as
1
Nat 2
<Zn:0 At H Vzwanrl”i?(Q)) )

To treat space-time dependent test functions and fields as in Proposition 2,
one replaces the projection operators PT (and its components P™ P™") Po*
and P~ by their compositions with S4*. Then the statements and proof of
Proposition 2 can be extended in a straightforward way.

Also the statements of Proposition 4 extend naturally to the time-dependent
context; one only has to replace the statement (36) with the weak L*(0, 7; H'(Q))
convergence statement:

w A converges to w weakly in L2((0,T) x ) and in L%(0, T; L(Q));
VAt converges to Vw weakly in L2(€2),

as size(¥p) + at, — 0 (here and in the sequel, (aty), is a family of time
steps associated with the family (¥j), of DDFV meshes). It is natural that
strong compactness on the space-time cylinder (0,7") x 2 does not follow from
a discrete spatial gradient bound alone; one also needs some control of time
oscillations. It is also well known that this control can be a very weak one (cf.,
e.g., the well-known Aubin-Lions and Simon lemmas). In the next section, we
give the discrete version of one of these results.

4.6 Strong compactness in L((0,7) x Q)

Below we state a result that fuses a basic space translates estimate (for the
“compactness in space”) with the Kruzhkov L! time compactness lemma (see
[51]). Actually, the Kruzhkov lemma is, by essence, a local compactness result.
For the sake of simplicity, we state the version suitable for discrete functions
that are zero on the boundary; the corresponding L}, ([0, 7] x ) version can
be shown with the same arguments (cf. [6]), and this local version can be used
for all boundary conditions.

Proposition 5. Let (u®-2) S (Rg")™aer be a family of discrete functions
on the cylinder (0,7") x € corresponding to a family (at); of time steps and
to a family (%), of 3D DDFV meshes of Q as described in Section 2; we
understand that h > size(Ty) + aty,. Assume that sup,e p,,..; 7e&(Fn) < +00,
where reg(T;) measures the regularity of ¥, in the sense (29) and (30).

Assume (for versions (A) and (B)) that all primal interfaces xlr for all
meshes ¥, are triangles. For each h > 0, assume that the discrete functions
v¥mAt gatisfy the discrete evolution equations

,U‘I;L,n+1 _ U‘Ih,’n

for n € [07 Nh]7 = diVTh M‘Zh’nJrl + fzh’n+1

At
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with some initial data v*° € R* source terms ffh,Ath c (szh>NAth and
discrete fields M2t ¢ ((R3)™n)Naen,

Assume that there is a constant M such that the following uniform L' ((0, ) x
2) estimates hold:

N o
Znio at (” vt HLl(Q)Jr [ ||L1(Q)
+ || freneme HLl(Q)+ [ e HLl(Q)+ | pzet HLI(Q)) =M,

and

Np
n+1
ano at || v HLl(Q) <M.
Assume that the families (b(u™"°)),, (b(u™"°)), are bounded in L'(€2).

Then for any sequence (h;); converging to zero there exist 3°, 3* € L1((0,7T)x
2) such that, extracting if necessary a sub-sequence,

bu™ Ay — g0 p(u™ rAhi) — g% in LY(0,T) x Q) as i — oo.

Notice that we only use the full strength of Proposition 5 to treat the
linearised implicit scheme. For the fully implicit scheme, more traditional
(although not much simpler) L? versions of time translation estimates, inspired
by the technique of [1], can be used (see [35]).

4.7 Discretisation of the ionic current term

Consider the general situation where w is discretised on a DDFV mesh. More-
over, assume that we also need to discretise some scalar function ¥ (w) (in our
context, this is the ionic current term h; in general reaction-diffusion systems,
1) may represent reaction terms).

Then we discretise such reaction term on a 3D DDFV mesh of the kind
(B) by taking, for ¥ = ¢(w),

A () I ()
1 2 Vol(x M x*)
~3 3 Vol(x) KT (39)

. 1 Z VO](KHK*) 2

Vollre) e g

Kem*

In other words,

Wy and Wy+ are the mean values

of the function w¥(-) := 3w™ (-) + 2w™ (-) on k and on k*, respectively.

With this choice, we have for all w* € R§ and for all ¢* € R¥,

Jwwp= ], = [o(Gum+307) (3o +3) = [ o) &
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For schemes (A) and (C'), we use similar projection formulas with the expres-
sion of w*(-) given by (12); this always leads to the formula

[wtwpe.e]), = [ o) ¢ (40)

By the definition (12) of w*(-), the definition of |I, 'ﬂg’ and Jensen’s in-
equality, we get

¥V w* € R /Q}w‘f(.)f < w7 . (41)

Finally, notice that such choice of discretisation of the ionic current term
does not enlarge the stencil of the DDFV scheme used for the discretisation of
the diffusion.

5 The convergence proofs

5.1 Convergence of the fully implicit scheme

The proof follows closely the existence proof for Problem (1),(2),(3) mentioned
in Section 1.

Step 1 (proof of Proposition 1 — uniqueness of a discrete solution). Al-
though Remark 8 can be used to infer the existence and uniqueness of a
discrete solution, let us give a proof that contains the essential calculations
also utilised in the subsequent steps. For the uniqueness and the continu-
ous dependence claim (28) we reason as in Theorem 1, omitting the regular-

isation step. Namely, using (22) for two solutions ((uf’m,uf’“,v"m)) and

T AL . .
((uz ,u;"’At,vT’At)>, by subtraction we get

i ((,U‘I,n+1 _,&‘I,n+1) _ (,U‘I,n _@'I,n)) _ (ha',nJrl_ ibz,nJrl)

(42i.e) at ie 1. % T T T,n+1 T ~Tn+1
_(—1>’ leS?’e"H[Mi’e ( g§f+1ui77e - ,En+1ui7’e )] =0

7

with (=1):=1, (=1)¢:=—1 and ™" = PTh(v="1(.)), pEntl = P=h(o=" ().
For all n, we take the scalar product || -, - ﬂ . of equations (42;.) with the dis-

crete functions ©* := (uj”“—ﬂf’”“), respectively (more precisely, we use the
discrete weak formulations (27) with test function ¢*). Then we subtract the
relation obtained for e from the relation obtained for ¢. Finally, we use the
discrete duality property (11) on the divergence terms. Notice that the bound-
ary terms vanish, because both solutions correspond to the same Dirichlet and

At TAL . :
Neumann data g;.~", s;.~"; in particular, we can use (11) because

e %€

T T,n+1 T ~Tn+l\ T/ TN+l ~xTn+l
( 3’"+1ui,e - T’"+1ui,e ) - V0 (U’i,e _ui,e )’

i,e i,e
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further, the terms coming from I'y are <<3

T+l _Tnt+l | Tnt+l Az,n+1>> =0
,e Si,e y Pie i,e -
I'n

The outcome of the calculation is the following equality:

1
4 [[ (,Us,n—&—l_,vf,n—i—l) _ (U'I,n_ UT,n) ’ (Uz,n+1 _U‘I,n—l-l) ﬂ
At Q
T T T,n+1 T ~xT,n41 T T,n+1 T ~gT,n+t1
+ {{MZ ( g;,n+1ui — gT,n«l»luZ’ ) s ( g‘I,n+1ui — g‘I,n+1uZ‘ )
7 i 1 i

T T T,n+1 T ~T n+1 T T,n+1 T ~gTntl
+{{Me( gEntile - gg,nﬂue’ ),( gonttle = Vgnrille )

Q

== ==

Q
n [[ (hz,n+1_ il'l'm,—l—l) ’ (Uz,n+1_@z,n+1)ﬂﬂ —0. (43)

Then we sum over n € [0, k], k < N. Using the convexity inequality a(a—0b) >
5(a® — b?), the positivity of M7, and the definition of b, using (40) we get

1
5 [[ (Uﬂs,k—i—l_ @‘:,k-i-l) ’ (vz,k—&-l _@z,k—i—l) ]]Q

(A=) = RE= 1)) ) (051 () = 077 ())

n=0 Q

k
1 0 ~%3,0 0 3,0 ]] / Tatl N\ _ azndly |2
§2|:[<U 0%0) | (70— %) Q+anzoms [Joxt ) = (O (44)

Then the second term is non negative, and we get (28) from (41) and the
discrete Gronwall inequality:.

In particular, it follows that for fixed initial and boundary data there is
uniqueness of v=F*1 for all k. Then, returning to (43), we find out that there
is uniqueness for V... u="™ for all n. We conclude the uniqueness of v

: i,e i,e
7,e

using the discrete Poincare inequality (and, in the case I'p = @, using condition
(24)).

Step 2 (proof of Proposition 1 — existence of a discrete solution). Regarding
the question of existence, we reason by induction in n. Using the discrete weak
formulation (27) with the test function ¢* = u7_, subtracting the equations
obtained for subscripts ¢ and e, we find

1
At

T, n+1 T ,n+1 (. = n+l T ,n+1
[ormet e ] [ R
Q Q
T T T,n+1 T T,n+1
+{{Mi gttt Vgt }}Q
T 7T T, n+1 T T,n+1
+{{Me T n+1Ug nt s T nt1Ug et }}
e YGe 9]
1
=gl vt [+ (et Or )
Q

1 1
4 [[I:r;gH? U:,n+1ﬂ 4 <<Siz,n+ ’ ui:,n+ >> I <<S;:,n+17 u:,n+1>> '
Q I'n I'n
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Then using the condltlon : > L, property (41), the Cauchy-Schwarz inequal-
ity and the equivalence of all norms on R*, we deduce the a priori estimate

Y T T,n+1 T T,n+1 T,n+1 T T,n+1
- T n+1lU; s T n+1lU; V5 & 1y’ nt > T nt1Ug nt
2 9i 9i Q ge Q

1
+(E _ L) |:|:Ut,n+17 UT,n—i—lﬂQ < C( 1n71;£pg+17 ;Ien—&-l,gle n+1 l,’}/,Q,FD).

The left-hand side allows us to bound the discrete solutions a priori, if U'p # O.
The case of pure Neumann BC is slightly more delicate.

We take advantage of the above estimate to apply the Leray-Schauder
topological degree theorem. Let us look at the most delicate case I'p = O.

For 6 € [0, 1], we consider the initial data fv,, the Dirichlet and Neumann
boundary data 6g; . and 0s; ., and the source term 61,,,. We consider a family
F? of maps on the space

Sp = {((u?’”,uf’”,vz’”))n_l s (R*)?| (24) holds for all n }

(2 €
o

defined as follows. First, given an element in Sp denoted U¥"*!, introduce the
following notation for the expressions in the left-hand side of equations (22)
with data scaled by 6:

T+l . T T T,n+1
af(U‘I,At) - A—tv — dwe zn+1[M'TV ‘In+1u' ]+ I+l Qja:p;—i—l’
‘In+1
(]{g(UT’At) = —A —v* —+ le -:n+1 [M VTT n+1u‘z n+1] + hT n+1 9[§p7;+1,
0 T, AL\ ._ T Tn fzn
YU = o™ — (uF" — uE");

recall that for the volumes x € 9. , the convention (19) applies, so that the
entry of af (U="*') corresponding to the volumes x € M. should be taken
equal to (M )2t - v+ (s5), where the diamond b is the one with Kk C 9.
Then we define 77 as the element of R x R¥ x R* given by (of,af —af,~7).
This definition implies that F? maps Sp into itself, thanks to the definition
of the discrete divergence (which ensures the consistency of the fluxes) and to
the constraint (5) that is preserved at the discrete level.

With this definition, it is evident that the zeros of F? are solutions of the
scheme (22) with data scaled by 6. The estimate that we have just deduced is
uniform in 0; it provides a uniform in # bound on some norm of possible zeros
of % in Sp. Therefore from the Leray-Schauder theorem and the existence of
a trivial zero of F° we infer existence of a zero for F?, in particular for § = 1.

Step 3 (Estimates of the discrete solution). We make the same calculation
as in Step 1, but with @ AIAt set to zero; and we sum over n = 1,..., k. Using
the convexity 1nequa11ty a(a —b) > £(a® — b?), the positivity of M7, and the
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definition of b, using (40) we get the identity

1 (k-l—l)At 5
- [[Uz,k—&-l 7 Ut,k-ﬁ-lﬂ +/ / h(UT’At(-)) UT’At(-)
2 Q 0 Q
(k+1)At At 5
[ L (Vs ) O+ (Tgam ) )
0
(k+1)A
[[U 7 U‘LO / / L‘,UIAt ‘2+ZUTAt( ))

(k+1)A A A
+/0 /Qf:pp% JumA()

+/(k+1 / (SQ‘I’A%') UQI,At(')+88‘:,At(_) uaz,At(_)).
0 'y

1
< =
-2

Using the Cauchy-Schwarz inequality, property (41), the trace inequality (35)
for each components of the solution, and the discrete Gronwall inequality, we
deduce the following uniform bounds:

052 ()L o.r1200)) < C; (45)
05 () |Lr@) < C; (46)
s ()l + |[(V mtuwt)(')HLz(Q) <C, (47)

where C' depends on reg(T),v, a, L, 1, ||vo|lL2(0), [Lappll12(Q), |gie 12007501 ()
and |[[8;el[r2(0,)xry)- As usual, in order to obtain (47), the case I'p = O is
treated separately, using the normalisation property (24) for u., the L*(Q)
bound on v and the fact that v, = u; — v.

Step 4 (Continuous weak formulation for the discrete solutions). We take

a test function ¢ € D((0,7] x (QUT'y)) and discretise it as follows:

©™A .= PToS*p; on the Dirichlet boundary, we take ¢?% := 0.

Then we use the discrete weak formulation (27) with test function ate®" ! at
time level n, and sum over n. What we get is
N N
T,n+l_ ‘I,n T,n+1 T n+1 ‘I n+1
> [ ] D I8
n=0 n=0
N
T,n+1 T,n+1
A n , V }}
+ nz% {{ z +1 Uy oY’ 0
N
. n+1 n+1 Tn—&-l 8 n+1
=) at ngpp L p° ﬂ + Z At<< = >>FN. (48)
n=0

A

The equation for the components u**" is analogous.
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We use summation by parts on the first term in (48), the Lipschitz conti-
nuity of 9y, the definition of v™° and Proposition 2(i), to see that this term
equals

= [[ o200~ [ w000, + rilsime(E), 51+ Junlhe),
Q Q

where r, denotes a generic remainder term such that r,(size(¥), at) — 0 as
size(¥), at — 0. Thanks to (40), the second term in (48) is merely

> at [ he() g // VR g
- //Q B(WTA()) ¢ + rp(size(T), at) Creg(T) [T o

Because the discrete gradients are constant per diamond, thanks to the def-
inition of M?’"H and to the discrete gradient consistency result of Proposi-
tion 2(ii), the third term in (48) is equal to

ZAt/M 3:n+1 ?n—i_l() \4 SDTH—H //M ‘IAt ZTAt()'V(P
+ 7 (si76(T), A1) C (reg(T)) [ Ml | Ve ai ™| )

Similarly, thanks to further consistency results, the two last terms in (48) can
be rewritten as

T
J[ s [ [ sintoiet). at) Cleea(E) (Mroplhocortls oo )
N

Gathering the above calculations, we end up with the weak form of the discrete
equation:

// V() B0 + My () TAt uF () - Vo + h(v™2() @)

v [ [

+ C'ry(size(%), at) <1+ HV T AU 'IAt”Ll )>; (49)

the constant C' depends on the data of the problem 2 and reg(‘T¥). The second
equation of the system is analogous, with u; replaced by uTAt
changed accordingly.

Step 5 (Convergences via compactness). All the convergences below are
along a sub-sequence of a sequence at,,,¥,, of time steps and meshes with
size(T,,) + aty, tending to zero as m — oco. In what follows, we drop the

and with signs
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subscripts “m” in the notation; indeed, after the identification of the limits,
the uniqueness of a solution to Problem (1),(2),(3) will permit to suppress the
extraction argument.

From (47) and the compactness results in Sections 4.4, 4.5, we readily find
that
unM () = uge, ( :T’Atuf’ft)(-) — Vu,;,. weakly in L*(Q), (50)

i,e

as size(T),at — 0; and u;. — gi. € L*(0,T;V). Because v = u;’ At _
u®A(+), analogous convergences hold for v®2! and its discrete gradient, the
corresponding limits being v := u; — v, and Vv, respectively.

Moreover, if I'p = 09, g;. = 0, we can use the compactness result of Sec-
tion 4.6 and infer the strong convergence of v™2¢(-) in L'(Q); by the preceding
remark, the limit is identified with v. In the case of other boundary condi-
tions, we use the local version of Proposition 5 (shown in [6] for traditional
finite volume schemes; the adaptation to DDFV schemes is straightforward).
Up to now we only have the L(0,T; L} () convergence of v™2!(+) to v. In
both cases, the uniform up-to-the-boundary estimate (46) and the interpola-
tion argument yield the strong convergence of v=2t(-) to v in L™=5(Q), for all
e > 0, and the weak L"(Q) convergence. In particular, thanks to the growth
assumption (6) on h we have

h(v=2H(+)) — h(v), strongly in L'(Q) as size(T), at — 0. (51)

Step 6 (Passage to the limit in the continuous weak formulation). In view
of the properties (50),(51) of Step 5, the passage to the limit in (49) and the
corresponding equation for u>4? is stralghtforward We conclude that the limit

triple (u;, ue,v) of <uT A=At yTAL) s a weak solution of Problem (1),(2),(3).

In view of the uniqueness of a weak solution, we can bypass the “extraction of
a sub-sequence” part in Step 5. This ends the convergence proof.

Step 7 (Strong convergences). We will prove that the functions u;;~" and
their discrete gradients converge strongly to u; ., Vu, ¢, respectively, in L2(Q),
while v™2¢ converges strongly to v in L"(Q). To this end, we will utilise
monotonicity arguments to improve the weak convergences to the strong ones.

By the established weak convergences and the strong L? convergence of

v™"0 20 and (for version (C)) of v¥0 to vy, we get

1
1. H: %,0 10]] |:|:[‘I n+1 fzn+1:H
size('Il)r,IAlt—m (2 vy - Z at app ’ o
At<< el 8I,n+1>> ZM<< T,n+1 ax,n+1>>
+ Z U; + ; Ue .

et e [ e

‘IAt

T,At

First, as in Step 2, take the discrete solutions u; .~ as test functions in the
discrete equations and subtract the resulting 1dent1t1es. Next, with the help of
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the regularisation Lemma 2, take u; . as test functions in the two equations of
the system, and subtract the resulting identities. Comparing the two relations
with the help of (52), using in addition inequality (41), we infer

size( hHAlt_>0( /’vim )’2—1-// h(v™A()) v ™A1

[ (MO(Tpa2)0 - (Tgan>)0
ML) (V3 a) (- (T5a02) () )

1 .
< —/ |v(T)|2+// h(v)v+/ <1\/I,VuZ Vu; + M. Vu, - Vue>.
2 Ja Q Q

Furthermore, let us assume for simplicity that L = 0, [ = 0 (which means
that A(0) = 0 and h(r)r > 0, so that the Fatou lemma can be used); to treat
the general case, use the test function ((¢) := exp(2L(T — t))lljo.1y(t) in order
to absorb the terms containing L|v|?¢ into the term ”—;@C .

By the Fatou lemma and properties of weak convergence (with respect to
weighted vector-valued L?(Q) spaces with weights the matrices M;, > 0),
we conclude that the above inequality is actually an equality. Using the fact
that weak convergence plus convergence of norms yields strong convergence in
uniformly convex Banach spaces, using an easy refinement of the Fatou lemma?
(convergence of the integrals implies the strong convergence), we conclude that

( },Atuz’em)(-) — Vu;. strongly in L*(Q),
h(v™AH () v™2 () — h(v)v  strongly in LY(Q).

Using the lower bound in (6) and the Vitali theorem, we infer that |v™2(-)||1(g)
converges to ||v]|-(q), thus the weak L"(Q) convergence of v=4(-) to v is up-
graded to the claimed strong convergence.

Finally, the strong L?(Q) convergence of the discrete gradients of u‘Z
ensures a uniform estimate on their translates in time:

VAL

T—r
/ | Vzuz’eAt(thT, x)— Vfuz’eAt(t, 7)|* drdt — 0 as 7— 0, uniformly in T, at.
o Ja

Then the discrete Poincaré inequality yields a uniform control of the L(Q)
time translates

T—r1
/ A (t+ 7 2) — uf S (¢t @) | dadt
0 Q

3This result is sometimes referred to as the Schaeffe lemma, and it can be stated as

follows: [fn >0, fu — fae on, /fn - /fasn%oo] — fo =
Q Q
finLl(Q)asn—M)o}.
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here we also use the uniform time translates of the discrete Dirichlet

Of u‘IAt (

data g;; A%: as usual, the case FD = @ is treated separately). Because we can
control the space translates of u; A" through the uniform L%(Q) estimate of

V*u ZeAt (see Section 4.3), we conclude that ui,e " converge strongly in L*(Q)
to 1o Uje.

Remark 9. Under some stronger proportionality assumptions on the meshes,
consistency properties similar to those of Proposition 2(i),(ii) hold not only
for test functions, but also for functions in L?(0,T; H'(Q2)) (cf. [7]). Using the
argument of [7], we conclude that the discrete solution ufe " converges strongly
in L2(Q) to u;e. Indeed, from the discrete Poincaré inequality we derive the
estimate
A
e Sl
At

S C(reg HV‘IAt ZTe ‘IAtP‘I OSAtu’Le”LQ(Q

and analogous estimates on the meshes " and (for version (C')) 2t°. Then
the consistency and strong convergence of the discrete gradients imply the
desired result: we find Humo iy — 0 as size(T),at — 0, and so

forth.

’?eHL%Q)

5.2 A linearised implicit scheme and its convergence

We follow step by step the preceding proof and indicate the modifications
needed to take into account the linearised-implicit treatment of the ionic cur-
rent term. We notice that throughout the calculations of the preceding proof,

h(v™2(+)) should be replaced by b(v ™2 (- — at))v™2(-); (53)

where we have set v52 (¢, ) := v¥0(.) for t € (—at, 0], and by v52(- — at) we
mean the function (¢,7) € Q — V™2 (t — at, z).

Step 1. We cannot get the continuous dependence with the same technique,
but by induction, we get uniqueness. Indeed, as soon as the uniqueness of v™"
is justified, we have

/Q(b(vf’”(-))vf’”“(-) = b(uF"()FF()) (V) = 05()) > 0.

This inequality plays the same role as the non-negativity of the second term
n (44).

Steps 2 and 4. The arguments are unchanged, except for (53).

Step 3. The estimates (45) and (47) remain true. Notice that the function
b is non-negative. Therefore the estimate (46) is replaced by the following one:

/ /Q b2 (- — at)) [V () < €. (54)
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Now we use new arguments. Namely the discrete Sobolev embedding inequality
of Section 4.3 yields a uniform L2(0,T;1L5(€2)) bound on v™4¢; then interpola-
tion with the L>°((0,T),L?(2)) bound (45) ensures that

=2 () liors(g) < C. (55)

Step 5. The main difference is the way we ensure the strong L'(Q) conver-
gence of v¥2! and the weak L'(Q) convergence of the associated ionic current
term

REAH(L) i= b(v™A (- — at) )W) — L™ — 1. (56)

It is sufficient to treat the nonlinear part of A¥2*(-); thus we can “forget” about
the two last terms in (56). Let us first notice that the definition of b and the
growth bound (6) on h imply that for some constant § = (a, L, 1) we have

b(z) < B(1+27).

Then the assumption r — 2 < 16/3 — 2 = 10/3 made in Theorem 3(ii) and
the uniform L'°3(Q) bound (55) on v®4! ensure the equi-integrability of the
functions b(v™2!(- — at)) on Q. Now for any measurable set £ C Q, for all
0 >0,

J[ et —sopeio) < 5 [ wemsi - an)

+5//Q bv=A (- — at,z)) 02|

Thus estimate (54) and the aforementioned equi-integrability of b(v®2!(- — at))
ensure the equi-integrability of the ionic current term h™2*(-). In particular,
from (26) we infer L'(Q) bounds on the components of the discrete function
T,At.

h*5%: N

ZM<HhW’nHHL1(Q) + thﬁ*’nHHLl(Q)) <C,

n=0
for version (C'), the term on M is also controlled. At this stage, the full
strength of Proposition 5 is put into service: indeed, we only have the L!
control of the right-hand side of the discrete evolution equations (22). We
infer the strong L'(Q) convergence (along a sub-sequence) for v®2!. Then
from the Vitali theorem and the fact that v=2!(- — at) —v™2(-) — 0 in LY(Q)
and a.e., we get the strong convergence of h¥2(-) to h(v).

Steps 6 and 7. The arguments remain unchanged, taking into account (53).

6 Numerical experiments

We have implemented the method (B) of 3D DDFV approximation of the
bidomain equations. For a comparison of the different strategies in the most
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appropriate context (the one of linear anisotropic elliptic diffusion problems
on general meshes), we refer to [37] and [9, 26, 28].

For the numerical simulations, the bidomain problem (1) is reformulated in
terms of v and u, only; the elimination of u;, thanks to the relation v = u; —u,,
decreases the number of unknowns per primal/dual volume from three to two.

In terms of v and wu,, the parabolic type problem (1) is turned into the
following elliptic-parabolic problem:

div (Mc(z) + M;(z))Vu, + div M;(2)Vo =0 (t,x) € Q, -
g0 + £2div M (z)Vue + h[v] = Lpp (t,x) € Q. (57)

For ¢ = 1, problem (57) is equivalent to the original problem (1); indeed,
the first line in (57) results from the summation of the two lines in (1), with
u; = v+ u.. The bidomain problem will be considered under formulation (57)
throughout this section. We point out that numerical schemes associated with
formulation (57) are equivalent with numerical schemes for the formulation
(1), following the same algebraic operations on the discrete equations.

A scaling parameter € has also been introduced in (57). Its presence
clearly makes no difference for the mathematical study of the previous sec-
tions, but it greatly helps the solutions of (57) to behave as excitation poten-
tial waves (which waves (57) is supposed to model). More precisely, following
the analysis in [20], such a scaling parameter together with a cubic shape for
hlv] := v(v — 1)(v — ) provide a simplified model for spreading of excitation
in the myocardium; the parameters ¢ and « have been set respectively to 1/50
and 0.2. The way excitation waves are generated is detailed in Subsection 6.1.

The convergence of the DDFV space discretisations for the bidomain prob-
lem has been justified in Theorem 3 for two different discretisations (the fully
implicit in time and the linearised semi-implicit one) of the ionic current term.
Here we complement these theoretical studies by the numerical experiments
on the third (and the most important in practice) case of fully explicit in time
discretisation of the ionic current term. The implementation of the scheme is
detailed in Section 6.2. Although the theoretical study of this scheme is made
difficult for technical reasons, we do observe convergence numerically.

The convergence result in Theorem 3 involves a comparison between the
exact solution and the discrete solution in the L?(Q) norm, the discrete solu-
tion being interpreted as the weighted sum of two piecewise constant functions
(on the primal and on the dual cells). The practical computation of this L2
distance is difficult. Namely, a (coarse) numerical solution on a given (coarse)
mesh has to be compared with a second (reference) numerical solution com-
puted on a reference mesh aimed to reproduce the exact solution, unknown in
practice. The reference mesh will not be here a refinement of the coarse one,
thus the precise computation of an L2 norm between the coarse and the refer-
ence numerical solutions, thought as piecewise constant functions, is an awful
task. Therefore we use a slightly different convergence indicator, as presented
in Section 6.3. The quantity (63) provides a more convenient measure of the
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square of the L?(Q) norm. The convergence with respect to this variant of
discrete L? norm will be studied here. Notice that under reasonable regularity
assumptions on the mesh, the two discrete L2 norms are equivalent.

Convergence will be studied both in 2D and in 3D. The introduction of the
two dimensional case is mostly intended to confirm the results in dimension
three: because of the numerical facilities in dimension two (smaller growth of
the problem size under refinement), it allows a deeper insight into the asymp-
totic behaviours.

6.1 Settings

Problem (57) is considered for a reaction term v + hlv] set on the domain
Q = [0,1]%, d = 2,3 denoting the space dimension. We consider solutions
under the form of excitation potential waves spreading from the domain centre
towards its boundary, as depicted in Figure 3 in the two dimensional case,
relatively to some medium anisotropy detailed below.

Yo 1o Yo
LK LK LK
075 075 0.75
| Joso | jos0 | Joso
.0,25 .0,25 .0,25
00 0.0 0.0
oo oo oo
LK p p
5.6e-17 5.6e-17 5.6e-17
010 1010 | o0
. . .-0,20 .»0,20 .-o,zo
0,30 -0.30 0,30

Figure 3: Reference solution in the two-dimensional case. Above: spreading of
the transmembrane potential v excitation wave. From left to right, the three
pictures correspond to times t=0.2, 0.6 and 1.2 after the stimulation initiation,
stimulation duration being 0.1. Below: associated extracellular potential ..

Excitation is initiated by applying a centred stimulation during a short
period of time, precisely: Lpp(z,t) = 0.9 for 1 <t < 1.1 and |z — x| < 0.1 (20
denoting the centre of Q) and I,,,(x,t) = 0 otherwise. The initial condition
for v is uniformly set to 0. A homogeneous Neumann boundary condition is
considered on 0f2, uniqueness is ensured by adding the normalisation condition
(4) on u.. The domain  is assumed to be composed of a bundle of parallel
horizontal muscular fibres, resulting in the following choice for the anisotropy
tensors M;(z) and M, (z):

M1<x) = Diag<)‘liv )‘57 Xi) ) Me<x> = Diag()‘lev Xé? )‘té) ) (58)

the values for the longitudinal (1) and transverse (¢) conductivities for the intra
and extra-cellular medias have been taken from [52]: the resulting anisotropy
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ratios for the intra and extra-cellular medias respectively are 9.0 and 2.0 be-
tween the longitudinal and transverse directions.

The numerical solution for the transmembrane potential v takes the form
of an excitation wave propagating across the domain from the stimulation site
towards the boundary and from the rest potential v = 0 to the activation
potential v = 1. A sharp but smooth wavefront for v displays an elliptic
shape away from the boundary, which is induced by the media anisotropy. A
reference solution is generated on a mesh using a 1 147 933 (resp. 479 873)
nodes in dimension 3 (resp. 2).

6.2 Implementation

Let us fix a mesh ¥. For simplicity, discrete functions w,v € R* will also
be considered as one-column real matrices in this subsection, w?, v denoting

their transpose one-row real matrices. Let us first introduce the mass matrix
(diagonal here) A € Mat(R¥):

Vw,veRT: [[w,vﬂ = wlAw.
0
Relative to (58), uniform discrete tensors M7, are considered here, with value
M = Diag(A, A, Af) . M = Diag(A, A, M)

on each diamond p. The discrete gradient being defined relative to the homo-
geneous Neumann boundary condition, and simply denoted by V=, the two
stifflness matrices >J; and X, are introduced as:

Vw,v e RT {{Mf V<o, Vfw}}ﬂ — TS, {{Mj Vo, v%}}g — TS w.

These stiffness matrices are positive, symmetric matrices, although not definite
since a Neumann homogeneous boundary condition is considered.

The following semi-implicit Euler scheme is considered: given v", I}, € R¥,
determine v" ™ uZ*! € R* such that,

div *[(MF + M7) VZul ™) + div ® [MF V=" =0,
,Un—f—l — (59)
e H AV IME VR A" = I

Writing separately the scalar product |I, ]] of each line in (59) with all test

Q
functions w € R* and using the discrete duality (11) leads to the following
equivalent formulation written in matrix form:

ul 0
M == M =
p™ A" + at(I7 — hlv"]) /€]

app

i+ Y X

. (60
—entd, A (60)
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To ensure uniqueness on u,, the normalisation condition (4) is discretised as:

Jurstom]| =0=[lurtt, o] (61)
Q Q
where U™ (resp. U™) is the discrete function equal to 1 relatively to each
primal (resp. dual) control volumes and to 0 elsewhere.

The implementation of (60) therefore reads as a three-step algorithm:

at each time step,

1. compute yp := A[v™ + at(I2  — h[v"])/e]. The matrix A being diagonal,

app
computations for this step are cheap;

2. determine a solution z = (u™* v™™ 1T to the global system Mz =y for
y=(0,52)";

3. normalise u"™! using condition (61). For the same reason as for step one,

this step is a cheap one.

Because of the large size of the considered problem (1.1 million of nodes
in 3D for the most refined mesh, i.e. 2.2 million of lines for the matrix M)
and because of the relatively non-compact sparsity pattern for M in 3D, step
2 is not an easy task. Therefore, a careful attention has to be paid to the
preconditioning of M: the strategy adopted here is detailed in [60].

6.3 Numerical tests and results

The convergence of the DDFV scheme is numerically analysed comparing the
reference solution described in Subsection 6.1 with numerical solutions ob-
tained on coarser meshes. In 3D, four tetrahedral meshes have been consid-
ered: from 2 559 to 1 147 933 nodes, between two meshes the mesh size is
divided by 2, two successive meshes are not obtained via refinement. In 2D,
six meshes are used: from 489 to 479 873 nodes. The time step at is also
divided by two each time the space resolution is divided by 2; the starting
time step (on the coarsest mesh) is 0.02.

To compare numerical solutions defined on different meshes, a projection
is needed: this is done as follows. Let " and T° be the reference mesh and a
coarser mesh respectively, and let R*", R** respectively denote the associated
spaces of discrete functions. Consider the simplicial mesh 8" (respectively S¢)
whose cells are obtained by cutting all diamonds of " (resp. T¢) in two along
the interface. A discrete function v € R* (resp. u® € R*) consists in one
scalar associated to each vertex and each cell centre of the mesh T" (resp. T°),
thus to each vertex of 8" (resp. &¢). It is therefore natural to associate to u®
(resp. u") the continuous function @” (resp. @) piecewise affine on the cells
of 8" (resp. S§¢) and whose values at the vertices of S (resp. S¢) are given
by the discrete function u” (resp. u®). A projection u“”" € R* of a (coarse)
discrete function u® € R*¢ is then simply defined by computing the values of
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the function @¢ on the vertices of S”. The relative error between v € R® and
u® € R* in L*(Q) norm is defined as

rooc\2 . fQ |ﬁ/'r - /&C_W‘de
sl )i

(62)

Numerically, these integrals are evaluated using an order two Gauss quadrature
on the cells of §", leading to an exact evaluation up to rounding errors.
The three following tests have been performed.

6.3.1 Test 1; activation time convergence

time t time t time t
58 4.0 3.9

46
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22
.1,0
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18
l 10

32
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Figure 4: Activation time in dimension 2 for three different meshes, the isolines
(in black) are separated by 1/3 unit of time. The stimulation is initiated at
time ¢t = 1. From the left (coarsest mesh) to the right (reference solution) the
three different activation time mappings have been computed on meshes with
439, 7569 and 479 873 nodes respectively.

The activation time mapping ¢ : €2 — R is defined at each point x as
the time p(z) = t such that the transmembrane potential v(x,t) = s for the
threshold value s := 0.9. The value p(z) tells us at what time the excitation
wave reaches the point x, the activation time mapping thus is of crucial impor-
tance in terms of physiological interpretation of the model. Activation time
in 2D computed on various meshes are depicted on Figure 4. The discrep-
ancy between the activation mappings ¢" and ¢° computed at the reference
and coarse levels respectively is evaluated using the relative error in the L?(Q)
norm defined in (62). Numerical results for activation time convergence are
given in Table 1.

Convergence is numerically observed here both in 2D and in 3D. In di-
mension 2, the convergence rates clearly indicate an order one convergence
relatively to the number of nodes (degrees of freedom). In dimension 3, a sim-
ilar order one convergence also seems to be a readonable assumption; however
such a conclusion has to be precised considering finer grids which is not afford-
able in terms of computational effort. In terms of mesh size, the convergence
is of order 1/d eith d the dimension only.
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# nodes | errors Conv.

€02 rate # nodes | errors Conv.
489 1.611 €0,2 rate
1913 9.130 1072 | -2.10 2 559 1.110
7 569 1.776 1072 | -1.19 19 500 8.195 1072 | -1.28
30 113 4.850 1073 | -0.94 148 242 1.281 1072 | -0.91
120 129 | 1.139 1072 | -1.05 1 147 933 | reference
479 873 | reference

2D case 3D case

Table 1: Activation time mappings convergence. The errors are relative errors
in L?(Q) norm as defined in (62). The convergence rates are reported with
respect to the number of nodes (degrees of freedom).

6.3.2 Test 2; space convergence

Let us denote by v" and u, (resp. v° and u¢) the transmembrane potential
and extracellular potential computed on the reference mesh (resp. a coarse
mesh). The discrepancy between v°, v and u, u¢ at a chosen time ¢ has been
computed using the relative error in the L2(2) norm (62). Three fixed times
t have been considered: ¢t = 1.2, 1.6 and 2.2, corresponding to the reference
solution depicted in Figure 3.

Because of the particular wavefront-like shape of the solution, this error can
be geometrically reinterpreted as follows. Consider at time t the sub-region
of 2 that is activated according to the reference solution u! but not activated
according to the coarse solution u¢. The numerator in (62) simply measures
the square root of the area of this sub-region. Using the elliptic shape of acti-
vated regions, one gets that eq o (u", u®) measures the square root of the relative
error on the wavefront propagation velocity (more precisely the square root of
the sum of the axial and transverse wavefront propagation velocities relative
errors). This error, as in test case 1, is of prime physiological importance.
Numerical results for this test are displayed in Tables 2 and 3. Although con-
vergence is well illustrated, no particular asymptotic behaviour can be inferred
from these results.

6.3.3 Test 3; space and time convergence

A numerical space and time convergence indicator ego is introduced here,
aiming to reproduce an L?(Q) relative error between a coarse and the reference
solution (Q = (0,7") x Q). Convergence is measured using this indicator, and
this third test therefore is intended to numerically illustrate the convergence
result of Theorem 3.

The transmembrane potentials v and v¢ have been recorded at the same
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# nodes eITors e g ON U Convergence rate on v.
t=1.2 t=1.6 t=2.2
489 0.51 0.37 0.45
1913 0.24 8.87 1072 0.14 -0.55 -1.05 -0.86
7 569 0.13 6.01 1072 1.42 1072 -0.45 -0.28 -1.66
30 113 6.24 1072 3.29 102 1.28 1072 -0.53 -0.44 -0.08
120 129 1.251072 5.26 1073 1.74 1073 -1.16 -1.33 -1.44
2D case
# nodes eITors €2 ON U Convergence rate on v.
t=12 t=1.6 t=22
2 559 0.43 0.57 0.65
19 500 0.22 0.14 0.20 -0.33 -0.69 -0.58
148 242 0.10 6.21 1072 2.88 1072 -0.39 -0.40 -0.96
3D case

Table 2: Convergence of the transmembrane potential v at three fixed times:
t =1.2, 1.6 and 2.2. The reference solution for these chosen times are depicted
in Figure 3 and computed on the finest grid with 479 873, 1 147 933 nodes in
dimension 2, 3 respectively. Errors are relative errors in L?(€) norm as defined
in (62). The convergence rates are reported with respect to the number of
nodes (degrees of freedom).
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# nodes eITOIS €q 2 ON U, Convergence rate on ..
t=1.2 t=1.6 t=22
489 0.45 0.34 0.59
1913 0.22 8.27 1072 0.17 -0.52 -1.04 -0.91
7 569 0.12 5.38 1072 1.99 102 -0.44 -0.31 -1.56
30 113 5.62 1072 2.89 1072 1.7110°? -0.55 -0.45 -0.17
120 129 1.13107% 5.31107% 2.86 1073 -1.16  -1.22 -1.29
2D case
# nodes eITorS €q 9 ON U Convergence rate on ..
t=1.2 t=1.6 t=22
2 559 0.42 0.63 0.91
19 500 0.19 0.17 0.28 -0.39 -0.65 -0.58
148 242 9.45 1072 6.40 1072 4.33 102 -0.34 -0.48 -0.92
3D case

Table 3: Convergence of the extra cellulat potential u. at three fixed times:
t = 1.2, 1.6 and 2.2. The reference solution for these chosen times are depicted
in Figure 3 and computed on the finest grid with 479 873, 1 147 933 nodes in
dimension 2, 3 respectively. Errors are relative errors in L?(Q) norm as defined
in (62). The convergence rates are reported with respect to the number of

nodes (degrees of freedom).

# nodes | errors Conv.
€Q,2 rate
489 0.481
1913 0.237 -0.52
7 569 6.469 1072 | -0.94
30 113 1.746 1072 | -0.95
120 129 | 4.167 1072 | -1.04
479 873 | reference
2D case

# nodes | errors Conv.
€Q,2 rate
2 559 0.673
19 500 0.219 -0.55
148 242 4.920 1072 | -0.74
1 147 933 | reference
3D case

Table 4: Space and time convergence for the transmembrane potential v. Er-
rors are relative errors in the L?(Q)) norm as defined in (63). The convergence
rates are reported with respect to the number of nodes (degrees of freedom).
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times, namely t, = ndt, for 6¢ = 1/100 unit of time, n = 0,...,7/dt and
T = 3. The corresponding numerical solutions are denoted v, and v{. A
relative error in the L?(Q)) norm between v” and v° is introduced as follows:

Y N Sl = T Pdast
S XN [l pdast

Numerical results are given in Table 4: convergence both in 2D and in 3D is
observed. The two dimensional case results indicate an order one convergence
with respect to the number of nodes. Such a conclusion cannot be drawn in
dimension 3: it would require much finer grids and so non affordable compu-
tational efforts, as already mentioned relatively to the first test case.

eg2(v",v°) , N=T/ét. (63)
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